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Design and Multiplier-Less Implementation of a Class of Two-Channel PR FIR Filterbanks and Wavelets with Low System Delay
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Abstract—In this paper, a new method for designing two-channel PR FIR filterbanks with low system delay is proposed. It is based on the generalization of the structure previously proposed by Phoong et al. Such structurally PR filterbanks are parameterized by two functions (\( \beta(z) \) and \( \alpha(z) \)) that can be chosen as linear-phase FIR or allpass functions to construct FIR/IIR filterbanks with good frequency characteristics. The case of using identical \( \beta(z) \) and \( \alpha(z) \) was considered by Phoong et al. with the delay parameter \( M \) chosen as \( 2N - 1 \). In this paper, the more general case of using different nonlinear-phase FIR functions for \( \beta(z) \) and \( \alpha(z) \) is studied. As the linear-phase constraint is relaxed, the lengths of \( \beta(z) \) and \( \alpha(z) \) are no longer restricted by the delay parameters of the filterbanks. Hence, higher stopband attenuation can still be achieved at low system delay. The design of the proposed low-delay filterbanks is formulated as a complex polynomial approximation problem, which can be solved by the Remez exchange algorithm or analytic formula with very low complexity. In addition, the orders and delay parameters can be estimated from the given filter specifications using a simple empirical formula. Therefore, low-delay two-channel PR filterbanks with flexible stopband attenuation and cutoff frequencies can be designed using existing filter design algorithms. The generalization of the present approach to the design of a class of wavelet bases associated with these low-delay filterbanks and its multiplier-less implementation using the sum of powers-of-two coefficients are also studied.

Index Terms—Filterbanks, genetic algorithm, perfect reconstruction.

I. INTRODUCTION

P

ERFECT reconstruction (PR) multirate filterbanks have important applications in signal analysis, coding, and the design of wavelet bases. Fig. 1 shows the block diagram of a two-channel maximally decimated filterbank. The system is a PR system if the output \( \hat{x}(n) \) is identical to the input \( x(n) \) except for some constant scaling and time delay. The theory of PR filterbanks has been extensively studied in the literature [1]–[5]. A number of techniques for designing two-channel PR filterbanks are now available [1]–[10]. Because of the important application of filterbanks and wavelets in image and video coding, much attention has been given to the design of PR filterbanks with linear-phase response [6]–[9], [16], [30]. Nayebi et al. [10] were the first to consider the design of low-delay perfect reconstruction filterbanks. The problem was formulated as an optimization problem and was solved using the conjugate gradient algorithm. One problem with the optimization approach is that the filterbanks so obtained are in general not PR (pseudo PR). This is also a major problem of other related works based on optimization techniques [11], [13], [15], [18]–[20]. One solution to this problem is to employ filterbanks that are inherently or structurally PR. The design of such structurally PR low-delay filterbanks were recently reported in [12], [14], and [17]. Unfortunately, because of the cascading structure of the filterbank, the objective function of the unconstrained optimization is usually highly nonlinear, and the optimization program can easily get trapped in local minimum with unsatisfactory frequency characteristics.

In this paper, a new method for designing two-channel PR FIR filterbanks with low system delay is proposed. It is based on the generalization of the structure previously proposed by Phoong et al. [9]. Such structurally PR filterbanks are parameterized by two functions (\( \beta(z) \) and \( \alpha(z) \)) that can be chosen as linear-phase FIR or allpass functions to construct FIR/IIR filterbanks with good frequency characteristics. The case of using identical \( \beta(z) \) and \( \alpha(z) \) was considered in [9] with the delay parameter \( M \) chosen as \( 2N - 1 \). In this paper, the more general case of using different nonlinear-phase FIR functions for \( \beta(z) \) and \( \alpha(z) \) is studied. As the linear-phase constraint is relaxed, the lengths of \( \beta(z) \) and \( \alpha(z) \) are no longer restricted by the delay parameters of the filterbanks. Hence, higher stopband attenuation can still be achieved at low system delay. The design of the proposed low-delay filterbanks is formulated as a complex polynomial approximation problem, which can be solved by the Remez exchange algorithm or analytic formula with very low complexity. As a result, low-delay two-channel PR filterbanks with flexible stopband attenuation and cutoff frequencies can be designed using existing filter design algorithms. The proposed technique is also applicable to the case where \( \beta(z) \) and \( \alpha(z) \) are allpass and type-II linear-phase functions, respectively. This class of passband linear-phase IIR filterbank is able to suppress the bumping problem previously found in [9] when both \( \beta(z) \) and \( \alpha(z) \) are chosen as allpass functions. Due to the use of the allpass and linear-phase FIR functions, the design and implementation complexities of this filterbank are also very low.

Using the proposed approach and a new method for structurally imposing the regularity condition, a new class of wavelet
bases associated with this low-delay filterbank is obtained. Furthermore, by using the sum of powers-of-two coefficient representation and the genetic algorithm (GA), multiplier-less implementation of the proposed low-delay filterbanks are obtained. Design examples show that the GA is a very effective method for performing such discrete optimization. The multiplier-less low-delay filterbanks so obtained have good frequency characteristics and low implementation complexity. Although the primary objective of this paper is to design filterbanks with high stopband attenuation and low system delay using the Remez exchange algorithm and least squares criteria, it should be noted that the structure of Phoong et al. [9] and that in [14] can also be designed to meet other performance measure such as the coding gain. Under these circumstances, more general nonlinear optimization techniques are usually required.

The paper is organized as follows: In Section II, a brief summary of the two-channel structurally PR filterbank proposed in [9] is given together with the basic idea behind the proposed low-delay FIR filterbanks. Details of the proposed design method and several design examples are given in Section III. The design of dyadic wavelet bases derived from these two-channel FIR filterbanks is studied in Section IV, where a new method for structurally imposing the regularity condition is proposed. Section V is devoted to the multiplier-less implementation of the proposed low-delay FIR filterbanks using sum of powers-of-two coefficients (SOPOT) and the GA. Finally, conclusions are drawn in Section VI.

II. TWO-CHANNEL STRUCTURALLY PR FILTERBANKS

Fig. 1 shows the structure of a two-channel maximally decimated multirate filterbank. It can be shown that [1], [2] the reconstructed signal \( \hat{X}(z) \) is given by

\[
\hat{X}(z) = T(z)X(z) + A(z)X(-z) \tag{2.1}
\]

where

\[
T(z) = \frac{1}{2} [H_0(z)G_0(z) + H_1(z)G_1(z)] \tag{2.2}
\]

and

\[
A(z) = \frac{1}{2} [H_0(-z)G_0(z) + H_1(-z)G_1(z)]. \tag{2.3}
\]

The aliasing term \( A(z) \) can be canceled if the analysis and synthesis filters are chosen as

\[
G_0(z) = -H_1(-z), \quad G_1(z) = H_0(-z). \tag{2.4}
\]

Furthermore, the filterbank will be PR if the transfer function \( T(z) \) is equal to a constant multiple of signal delay

\[
T(z) = cz^{-n_0}, \tag{2.5}
\]

Combining (2.3) and (2.4), one gets the following PR condition in \( H_0(z) \) and \( H_1(z) \):

\[
T(z) = \frac{1}{2} [H_0(-z)H_1(z) - H_0(z)H_1(-z)] = cz^{-n_0} \tag{2.6}
\]

where \( n_0 \) is an integer, and \( c \) is a nonzero constant. The structurally PR two-channel FIR/IIR filterbanks proposed in [9] are shown in Fig. 2. The expressions for the analysis filters are given by

\[
H_0(z) = \frac{(z^{-2N} + z^{-1}\beta(z^2))}{2} \tag{2.7}
\]

and

\[
H_1(z) = -\alpha(z^2)H_0(z) + z^{-2M-1}. \tag{2.8}
\]

It can be seen from (2.7) and (2.8) that (2.6) is satisfied for any choices of \( \beta(z) \) and \( \alpha(z) \). Therefore, FIR and IIR filterbanks can readily be realized by choosing \( \beta(z) \) and \( \alpha(z) \) as polynomials or rational functions. In [9], the case of using identical \( \beta(z) \) and \( \alpha(z) \) is studied with the delay parameter \( M \) chosen as \( 2N-1 \). A new class of FIR and IIR filterbanks was obtained by choosing \( \beta(z) \) and \( \alpha(z) \) as Type-II linear-phase functions and allpass functions, respectively. The design of \( \beta(z) \) and \( \alpha(z) \)
can be accomplished by noting that \( H_0(z) \) and \( H_1(z) \) will become an ideal lowpass filter if \( \beta(z) \) and \( \alpha(z) \) has the following magnitude and phase responses

\[
\beta(e^{j2\omega}) = \begin{cases} 
  e^{-j(2N-1)\omega}, & \text{for } \omega \in [0, \pi/2] \\
  e^{-j(2N-1)\omega + \pi}, & \text{for } \omega \in (\pi/2, \pi].
\end{cases}
\] (2.9)

With this choice of \( \beta(e^{2\omega}) \), \( H_0(e^{j\omega}) \) is approximately equal to \( e^{-j2N\omega} \) in the passband \( \omega \in [0, \pi/2] \) and 0 in the stopband \( \omega \in [\pi/2, \pi] \). To design a linear-phase FIR filterbank, \( \beta(z) \) has to be a type-II linear-phase function with length \( N_\beta = 2N \), which is an even number. Furthermore, if \( \alpha(z) = \beta(z) \), then from (2.8), \( \beta(e^{2\omega})H_0(e^{j\omega}) \) should approximate \( e^{-j2(M+1)\omega} \) in the stopband of \( H_1(e^{j\omega}) \). Because \( \beta(e^{2\omega})H_0(e^{j\omega}) \) is very small in the passband of \( H_1(e^{j\omega}) \), \( H_1(e^{j\omega}) \) will approximate a delay of \( e^{-j(2M+1)\omega} \) in its passband. Since the delays of \( H_0(e^{j\omega}) \) and \( \beta(e^{2\omega}) \) in the interval \( \omega \in [0, \pi/2] \) are 2N and \( 2N-1 \), respectively, the delay parameter \( M \) must be equal to \((2N-1)\). It is worth noting that linear-phase FIR filterbank with \( \alpha(z) \neq \beta(z) \) can also be designed by properly selecting the delay parameter \( M \) and the length of \( \alpha(z) \) and \( N_\alpha \). This has been reported and studied previously in [6] and [7]. The relation between system delay \( n_0 \), the delay parameters \( N_\alpha \) and \( M \), and the lengths of the linear-phase FIR functions \( \alpha(z) \) and \( \beta(z) \), \( N_\alpha \), and \( N_\beta \) are summarized as follows:

\[
N_\beta = 2N, \quad (N_\alpha - 1) + 2N = 2M + 1, \quad n_0 = 2N + 2M + 1.
\] (2.10)

In summary, the delay parameters of these types of structurally PR filterbanks determine the system delay and the length of the analysis filters. It can also be observed from (2.8) and (2.10) that the delay of the highpass filter \( H_1(z) \) is always larger than that of the lowpass filter \( H_0(z) \). This is due to the special filterbank structure in Fig. 2. It is also interesting to note that by inverting the signs of \( \alpha(z) \) and \( \beta(z) \), the role of the lowpass and highpass filters in this structure can be interchanged. In fact, \( H_0(z) \) becomes a highpass filter and \( H_1(z) \) becomes a lowpass filter. This yields a filterbank with a highpass filter \( H_0(z) \) having a shorter filter length and delay response than the lowpass filter \( H_1(z) \). For the time being, we will assume that the length of the FIR function \( \beta(z) \), \( N_\beta \) is even. The odd value case can be obtained similarly and is summarized in Appendix A. As mentioned earlier, \( \beta(z) \) will be a linear-phase function with \( N_\beta = 2N \) in order to realize filterbanks with linear phase. In a low-delay filterbank, the required delay \( N \) will, in general, be smaller than the length of \( \beta(z) \), i.e., \( N < N/2 \). First of all, let us decompose the impulse response \( h_n(\beta(z)) \) of \( \beta(z) \) into its even and odd parts

\[
h_{\beta}(n) = h_{\beta,e}(n) + h_{\beta,o}(n)
\] (3.5)

where

\[
h_{\beta,e}(n) = \frac{h_{\beta}(n) + h_{\beta}(N_\beta - n - 1)}{2}
\]

and

\[
h_{\beta,o}(n) = \frac{h_{\beta}(n) - h_{\beta}(N_\beta - n - 1)}{2}.
\] (3.6)

As the length of \( \beta(z) \) is even, \( \beta_e(z) \) and \( \beta_o(z) \), which are the \( z \)-transforms of \( h_{\beta,e}(n) \) and \( h_{\beta,o}(n) \), are type-II and type-IV.
linear-phase FIR functions, respectively. Therefore, they can be expressed in the following forms:

\begin{align}
\beta_{e}(e^{j\omega}) &= e^{-j\omega(N_{\beta}-1)/2} \cos(\omega/2) \beta_{e}^{(3)}(\cos(\omega)) \\
\beta_{o}(e^{j\omega}) &= j e^{-j\omega(N_{\beta}-1)/2} \sin(\omega/2) \beta_{o}^{(3)}(\cos(\omega))
\end{align}

(3.7a) (3.7b)

where

\[ P_{e}^{(3)}(\cos(\omega)) = \sum_{k=0}^{L_{3}} a_{k} \cos^{k}(\omega), \]

\[ P_{o}^{(3)}(\cos(\omega)) = \sum_{k=0}^{L_{3}} b_{k} \cos^{k}(\omega). \]

Both polynomials \( P_{e}^{(3)}(x) \) and \( P_{o}^{(3)}(x) \) have orders \( L_{3} \) and are equal to \( (N_{\beta}/2) - 1 \). Substituting (3.7) and (3.5) into (3.2), one gets

\begin{equation}
E_{0}(\omega) = \frac{1}{2} e^{-j\omega N_{\Delta}} \left\{ \cos(\omega) \cdot P_{e}^{(3)}(\cos(2\omega)) + j \sin(\omega) \cdot P_{o}^{(3)}(\cos(2\omega)) \right\} - e^{-j2\omega N_{\Delta}}
\end{equation}

(3.8)

where

\[ P^{(3)}(e^{j\omega}) = \left\{ \cos(\omega) \cdot P_{e}^{(3)}(\cos(2\omega)) + j \sin(\omega) \cdot P_{o}^{(3)}(\cos(2\omega)) \right\} \]

and

\[ N_{\Delta} = (N_{\beta}/2) - N. \]

As mentioned earlier, the required delay \( N \) is smaller than the length of the function \( \beta(z) \), \( N_{\beta} \). The constant \( N_{\Delta} \) is therefore greater than zero, and the desired response of \( P^{(3)}(e^{j\omega}) \) is given by

\[ P_{e}^{(3)}(e^{j\omega}) = e^{2j\omega N_{\Delta}}. \]

(3.9)

Equation (3.9) is recognized as a complex polynomial approximation problem. Such a complex Chebyshev or min-max approximation problem has previously been addressed by several authors [22]–[27]. Without loss of generality, we adopted the method in [25] because it is relatively simple to implement. Basically, \( P_{e}^{(3)}(\cos(2\omega)) \) and \( P_{o}^{(3)}(\cos(2\omega)) \) are chosen to minimize the real and imaginary parts of \( P_{e}^{(3)}(e^{j\omega}) \) separately using the Remez exchange algorithm. In other words, the complex Chebyshev approximation is solved using two independent real Chebyshev approximations. The desired functions of \( P_{e}^{(3)}(\cos(2\omega)) \) and \( P_{o}^{(3)}(\cos(2\omega)) \) are then given by

\[ P_{e}^{(3)}(\cos(2\omega)) = \frac{\cos(2\omega N_{\Delta})}{\cos(\omega)}, \quad 0 < \omega < \pi/2. \]

(3.10)

Writing \( x = \cos(2\omega) \), the two Chebyshev approximation problems can be written as

\[ a_{k,\text{opt}} = \arg \min_{a_{k}} \max_{\omega} \left| W_{e}(x) \left( P_{e}^{(3)}(x) - \hat{P}_{e}^{(3)}(x) \right) \right| \]

and

\[ b_{k,\text{opt}} = \arg \min_{b_{k}} \max_{\omega} \left| W_{o}(x) \left( P_{o}^{(3)}(x) - \hat{P}_{o}^{(3)}(x) \right) \right| \]

(3.11)

where

\[ x_{s} < x_{s} = \cos(2\omega_{p}), \quad W_{e}(x) = \cos(0.5 \cdot \arccos(x)) \]

and

\[ W_{o}(x) = \sin(0.5 \cdot \arccos(x)). \]

The interval \((0, x_{s})\) is an optional disjoint interval used to control the values of \( H_{e}(\cos(2\omega)) \) and \( H_{o}(\cos(2\omega)) \) in the transition band of \( H_{0}(\cos(2\omega)) \). Since \( \beta_{e}(e^{j\omega}) \) is a type-II linear-phase function, it is equal to zero at \( \omega = \pi \), i.e., \( \beta_{e}(e^{\pi}) = 0 \). On the other hand, \( \beta_{o}(e^{j\omega}) \) is equal to zero at \( \omega = 0 \), i.e., \( \beta_{o}(e^{\pi}) = 0 \), because it is a type-IV linear-phase function. The actual value of \( x_{s} \) determines how large the values of \( H_{e}(\cos(2\omega)) \) or \( H_{o}(\cos(2\omega)) \) are in the interval \((-1, x_{s}) \) [i.e., in the transition band of \( H_{0}(\cos(2\omega)) \)]. Equation (3.11) can readily be solved using the function RMEZ in the signal processing Toolbox of MATLAB.

\( H_{0}(\cos(2\omega)) \) can also be determined using the least squares design criterion. In fact, the weighted least squares error in approximating \( H_{0}^{(3)}(e^{j\omega}) \) by \( H_{0}(\cos(2\omega)) \) is given by

\[ D_{2} = \frac{2}{\pi} \int_{0}^{\pi/2} W_{2}(\omega) \left| E_{0}(\omega) \right|^{2} d\omega \]

(3.12)

where \( W_{2}(\omega) \) is a positive weighting function. Substituting (3.7) into (3.12), one gets, after some manipulation

\[ D_{2} = \mathbf{a}^{T} \mathbf{Q}_{e} \mathbf{a} + \mathbf{b}^{T} \mathbf{Q}_{o} \mathbf{b} - 2 \mathbf{a}^{T} \mathbf{r}_{\ell} - 2 \mathbf{b}^{T} \mathbf{r}_{c} + c \]

(3.13)

where

\[ \mathbf{a} = [a_{0} \quad a_{1} \cdots \quad a_{L_{3}}]^{T} \]

\[ \mathbf{b} = [b_{0} \quad b_{1} \cdots \quad b_{L_{3}}]^{T} \]

\[ \mathbf{r}_{\ell} = \left[ r_{1}^{(l)} \quad r_{2}^{(l)} \cdots \quad r_{L_{3}}^{(l)} \right], \quad l = \alpha, \beta \]

\[ \mathbf{Q}_{e} = \frac{1}{2} \int_{0}^{\pi/2} \left( W_{2}(\omega) \sin^{2}(\omega) \cdot (\cos(2\omega))^{k_{1}+k_{2}} \right) d\omega \]

\[ \mathbf{Q}_{o} = \frac{1}{2} \int_{0}^{\pi/2} \left( W_{2}(\omega) \sin^{2}(\omega) \cdot (\cos(2\omega))^{k_{1}+k_{2}} \right) d\omega \]

\[ \mathbf{r}_{\ell}^{(e)} = \frac{1}{2} \int_{0}^{\pi/2} \left( W_{2}(\omega) \sin^{2}(\omega) \cdot (\cos(2\omega))^{k_{1}+k_{2}} \right) d\omega \]

\[ \mathbf{r}_{\ell}^{(o)} = \frac{1}{2} \int_{0}^{\pi/2} \left( W_{2}(\omega) \sin^{2}(\omega) \cdot (\cos(2\omega))^{k_{1}+k_{2}} \right) d\omega \]

\[ c = \frac{1}{2} \int_{0}^{\pi/2} W_{2}(\omega) d\omega. \]
The optimal weighted least squares solution is therefore given by
\[ a_{o,p} = Q^{-1}r_c \quad \text{and} \quad b_{o,p} = Q^{-1}r_o. \] (3.14)

To avoid calculating the integrals analytically, one can approximate the integral by a summation with sufficient large number of terms.

**B. Design of Highpass Filter**

Having assumed that \( H_0(z) \) is a reasonably good lowpass filter, we now proceed to formulate the problem of designing \( H_1(z) \) with \( \alpha(z) \) as an even-length FIR function. It can be seen from (2.8) and (2.9) that the frequency response of \( H_1(z) \) is dependent on both the lowpass filter \( H_0(z) \) and the function \( \alpha(z) \). The ideal frequency response of \( H_1(e^{j\omega}) \) is
\[ H_d(1)(e^{j\omega}) = \begin{cases} 0, & 0 \leq \omega \leq \omega_p, \\ e^{-j\omega M+1}, & \omega_p \leq \omega \leq \pi. \end{cases} \] (3.15)

The error function \( E_1(\omega) \) of the highpass filter \( H_1(z) \) is defined as
\[ E_1(\omega) = e^{-j\omega M+1} - \alpha(e^{j\omega})H_0(e^{j\omega}) - H_d(1)(e^{j\omega}). \] (3.16)

Since the minimization in (3.16) involves \( \alpha(e^{2j\omega}) \), which is periodic with period \( \pi \), it is different from the conventional Chebyshev approximation. In fact, for a given value of \( \omega \in [0, \pi/2] \), \( \alpha(e^{2j\omega}) \) will affect the values of \( H_1(e^{j\omega}) \) at \( \omega \) as well as \( \omega + \pi \). Fortunately, it is observed that the magnitude of \( \alpha(e^{2j\omega}) \) is almost equal to one, except around \( \omega = \pi/2 \), where it is even smaller. It then follows from (2.8) that the passband ripple of \( H_1(e^{j\omega}) \) is approximately equal to the stopband error of \( H_0(e^{j\omega}) \). This allows us to minimize only the stopband attenuation of \( H_1(e^{j\omega}) \) using \( \alpha(e^{2j\omega}) \) instead of minimizing (3.16) over the passband and stopband and relies on the high stopband attenuation of \( H_0(e^{j\omega}) \) to achieve small passband ripple. First of all, let us consider the case where \( \alpha(z) \) is an even-length FIR filter with length \( N_0 \). The odd value case can be derived similarly and summarized in Appendix A. Using again the even and odd parts decomposition of the impulse response \( h_\alpha(n) \) of \( \alpha(z) \), we have
\[ h_\alpha(n) = h_{\alpha,e}(n) + h_{\alpha,o}(n). \] (3.17)
where
\[ h_{\alpha,e}(n) = h_{\alpha,0}(n) + h_{\alpha,0}(N_0 - n - 1) \]
\[ h_{\alpha,o}(n) = h_{\alpha,0}(n) - h_{\alpha,0}(N_0 - n - 1)/2. \] (3.18)

Similar to \( \beta_e(z) \) and \( \beta_o(z) \), \( \alpha_e(z) \) and \( \alpha_o(z) \), which are the \( z \)-transforms of \( h_{\alpha,e}(n) \) and \( h_{\alpha,o}(n) \), are type-II and type-IV linear-phase FIR functions of length \( N_0 \), respectively. \( \alpha_e(e^{j\omega}) \) and \( \alpha_o(e^{j\omega}) \) can therefore be expressed as follows:
\[ \alpha_e(e^{j\omega}) = e^{-j\omega(N_0-1)/2}\cos(\omega/2)P_e(\omega) \]
\[ \alpha_o(e^{j\omega}) = j e^{-j\omega(N_0-1)/2}\sin(\omega/2)P_o(\omega) \] (3.19a)
\[ P_e(\omega) = \sum_{k=0}^{L_e} \hat{a}_k(\cos(\omega))^k \]
\[ P_o(\omega) = \sum_{k=0}^{L_o} \hat{b}_k(\cos(\omega))^k. \] (3.19b)

\( L_\alpha \) is the order of the polynomials and is equal to \( (N_\alpha/2) - 1 \). Substituting (3.19) and (3.17) into (3.16), we have
\[ E_1(\omega) = e^{-j\omega(M+1)} - e^{-j\omega(N_\alpha-1)} P_e(\omega)H_0(e^{j\omega}) \]
when \( \omega \in [0, \pi/2] \) (3.20)

where
\[ P_e(\omega) = \left\{ \cos(\omega) \cdot P_\alpha(\omega) \right\} \cdot \left\{ \cos(\omega) \cdot P_{\alpha}(\omega) \right\} \] (3.21)

Let the lowpass filter \( H_0(e^{j\omega}) \) be written as
\[ H_0(e^{j\omega}) = A(e^{j\omega})e^{-j2\omega N} \] (3.22)

where \( A(e^{j\omega}) \) is a complex function, and it is approximately equal to one in the passband and 0 otherwise when the order of \( \beta(\omega) \) is sufficiently high. Substituting (3.22) into (3.20), one obtains
\[ E_1(\omega) = e^{-j\omega(M+1)} - e^{-j\omega(N_\alpha-1)+2N} P_e(\omega) \cdot A(e^{j\omega}) \]
when \( \omega \in [0, \pi/2] \) (3.23)

Again, if \( P_e(\cos(\omega)) \) and \( P_o(\cos(\omega)) \) are used to approximate the real and imaginary parts of \( P_{d}(\cos(\omega)) \) separately, then their ideal responses are
\[ P_e^0(\cos(\omega)) = \frac{\Re \left( A^{-1}(e^{j\omega})e^{j2\omega M\Delta} \right)}{\cos(\omega)} \]
\[ P_o^0(\cos(\omega)) = \frac{\Im \left( A^{-1}(e^{j\omega})e^{j2\omega M\Delta} \right)}{\sin(\omega)} \]

Writing \( x = \cos(\omega) \), the minimax design problem can be written as
\[ \hat{a}_{k_{opt}} = \arg\max \left| \hat{W}_{e}(x) \left( P^0_e(x) - \hat{P}^0_e(x) \right) \right| \]
\[ \hat{b}_{k_{opt}} = \arg\max \left| \hat{W}_{o}(x) \left( P^0_o(x) - \hat{P}^0_o(x) \right) \right| \] (3.26)
where

\[ I_x = \{-1, \bar{x}_s\} \cup [x_s, 1], \quad \bar{x}_s < x_s = \cos(2\omega_p) \]
\[ \tilde{W}_o(x) = \cos(0.5 \cdot \arccos(x)) \left| A(\cos(0.5 \cdot \arccos(x))) \right|^2 \]
\[ \tilde{W}_c(x) = \sin(0.5 \cdot \arccos(x)) \left| A(\cos(0.5 \cdot \arccos(x))) \right|^2. \]

The two Chebyshev approximation problems in (3.26) are similar to (3.11), which again can be solved by the Remez exchange algorithm. If the least squares criterion is used, it can be shown, as in Section III-A, that the optimal values of \( \hat{a}_k \) and \( \hat{b}_k \) are given by

\[ \hat{a}_{cgt} = Q_c^{-1} \hat{r}_c \quad \text{and} \quad \hat{b}_{cgt} = -Q_o^{-1} \hat{r}_o \] (3.27)

where

\[ \hat{a} = [\hat{a}_0, \hat{a}_1, \ldots, \hat{a}_{I_m}]^T \]
\[ \hat{b} = [\hat{b}_0, \hat{b}_1, \ldots, \hat{b}_{I_m}]^T \]
\[ \hat{r}_c = [\hat{r}_c^{(e)}, \hat{r}_c^{(o)}] \]
\[ \hat{r}_o = [\hat{r}_o^{(e)}, \hat{r}_o^{(o)}] \]

\[ [Q_c]_{k_1k_2} = \frac{2}{\pi} \int_0^{\pi/2} \tilde{W}_c(\omega) \cos^2(\omega) \]
\[ \cdot \left| A(\cos(\omega)) \right|^2 d\omega \]
\[ [Q_o]_{k_1k_2} = \frac{2}{\pi} \int_0^{\pi/2} \tilde{W}_o(\omega) \sin^2(\omega) \]
\[ \cdot \left| A(\cos(\omega)) \right|^2 d\omega \]
\[ \hat{r}_c^{(e)} = \frac{2}{\pi} \int_0^{\pi/2} 2\tilde{W}_c(\omega) \text{Re} \left[ A(\cos(\omega)) e^{-j2\omega M_\Delta} \right] \]
\[ \cdot \left( \cos(\omega) \right) \left( \cos(2\omega) \right)^k d\omega \]
\[ \hat{r}_c^{(o)} = \frac{2}{\pi} \int_0^{\pi/2} 2\tilde{W}_c(\omega) \text{Im} \left[ A(\cos(\omega)) e^{-j2\omega M_\Delta} \right] \]
\[ \cdot \left( \sin(\omega) \right) \left( \cos(2\omega) \right)^k d\omega \]
\[ c = \frac{2}{\pi} \int_0^{\pi/2} \tilde{W}_c(\omega) d\omega. \]

It can be seen that if \( N_\Delta = M_\Delta = 0 \), the filterbank becomes linear-phase. Therefore, all the above results are also applicable to linear-phase FIR filterbanks. It should also be noted that (3.25) and (3.27) are valid if \( \hat{a}_k \) and \( \hat{b}_k \) are chosen as allpass and linear-phase functions, respectively. In this case, it is possible to express any two-channel PR FIR filterbank using the lifting scheme. As mentioned earlier, this will, in general, lead to an unconstrained optimization of highly nonlinear function, which is more difficult to solve. In Section III-E, it is demonstrated by several design examples that low-delay PR filterbanks with very good frequency characteristics can be still be obtained by the proposed structure with very low design and implementation complexities.

C. Combined Weighting Function

As mentioned earlier in Section III-A, solving the complex Chebyshev approximation problem using two independent real Chebyshev problems of its real and imaginary parts is inherently suboptimal. The loss in stopband attenuation can be as high as 3 dB [24]. Better results can be achieved by using the method in [24]. In this paper, a simple reweight technique is employed to improve the performance of the independent approach in [25]. More precisely, the errors in approximating the real and imaginary parts with the independent approach is used to reweight the original weighting function to achieve an overall equiripple complex error.

Let \( \hat{\delta}_c(\omega) \) and \( \hat{\delta}_o(\omega) \) be, respectively, the approximation error of the two independent Chebyshev approximations. The complex approximation error \( \delta(\omega) \) is

\[ \delta(\omega) = \hat{\delta}_c(\omega) + j\hat{\delta}_o(\omega) \] (3.28)

and its norm is given by \( \|\delta(\omega)\| = \sqrt{\|\delta_c(\omega)\|^2 + \|\delta_o(\omega)\|^2} \). It can be seen that although \( \delta_c(\omega) \) and \( \delta_o(\omega) \) are equiripple, \( \|\delta(\omega)\| \) is not necessarily equiripple. The reweight technique used here modifies the original weighting function \( W(\omega) \) as follows:

\[ W_\delta(\omega) = W(\omega) \|\delta(\omega)\|^P \] (3.29)

where \( P \) is a positive integer. From experimental results, it was found that \( P = 2 \) gave better performance than \( P = 1 \). The \( \|\delta(\omega)\| \) can be estimated by performing an initial independent Chebyshev approximation. After that, the problem is solved again using the new weighting function \( W_\delta(\omega) \) instead of \( W(\omega) \). It is found that this method can provide considerable improvement over the independent Chebyshev approximations in [25].

In this paper, all the complex Chebyshev approximations involving \( \beta(z) \) and \( \alpha(z) \) are assumed to be carried out by this method.

D. Selection of \( N, M, N_\beta \) and \( N_\alpha \)

In practical applications of such a low-delay FIR filterbank, one frequently encountered problem is the following: Given \( \hat{\delta}_c(\omega) \) and \( \hat{\delta}_o(\omega) \), the stopband attenuation of \( H_0(z) \) and \( H_2(z) \), and their cutoff frequencies \( \omega_{c1}, \omega_{c2}, \omega_{cn} \), \( \omega_{c1}', \omega_{c2}', \omega_{cn}' \), how are the delay parameters \( N \) and \( M \), and the lengths \( N_\beta \) and \( N_\alpha \) chosen? Here, some design guidelines regarding the selection of such parameters will be given. The linear-phase and nonlinear-phase cases with \( \omega_{c1} = \omega_{c1}' \) and \( \omega_{c2} = \omega_{c2}' \), and \( \omega_{cn} = \omega_{cn}' \) are discussed in turn.

Linear-Phase Case: In this case, both \( \beta(z) \) and \( \alpha(z) \) are linear-phase. It is observed that \( H_0(z) \) is a linear-phase half-band filter with identical passband and stopband ripples. The formula proposed by Kaiser (in [38, eq. (7.104)]) can therefore be used to estimate \( L_0 \) (the order of this halfband filter) and the length of \( \beta(z) \).

\[ L_0 = \frac{-20 \log_{10} \delta + 13}{23224}\delta \] (3.30)

where \( \Delta\omega = \omega_s - \omega_p \) and \( \delta = \delta_{c1} + \delta_{c2} \). The length of \( \beta(z) \), \( N_\beta \) is therefore approximately given by \( (L_0 + 2)/2 \). To estimate \( N_\alpha \) (the length of \( \alpha(z) \)), it is observed that when \( N_\alpha \) is identical to \( N_\beta \), the stopband attenuation of \( H_2(z) \) is about 10 dB lower.
than that of $H_0(z)$. To achieve similar stopband attenuation for $H_0(z)$ and $H_1(z)$, the length of $\alpha(z)$ can be slightly increased at the expense of higher system delay.

Nonlinear-Phase Case: If $\beta(z)$ is nonlinear-phase, the stopband attenuation of $H_0(z)$ is 1–5 dB lower than that of a linear-phase halfband filter with the same length, depending on the passband delay. Normally, the passband delay of $H_0(z)$ can be reduced by a factor of two, as compared with the linear-phase halfband filter without too much degradation in stopband attenuation. However, significant bumping (>1 dB) will appear in the transition band of $H_0(z)$ if the passband delay is lowered further. This observation allows us to estimate the length of $\beta(z)$ using its linear-phase counterpart as a reference, which in turn can be estimated using the formula in (3.30). To estimate $N_\alpha$, it is observed that when $M$ is equal to $3N-1$, the stopband attenuation of $H_1(z)$ is comparable with that of $H_0(z)$. With these choices (together with the one mentioned in linear-phase case), the total system delay of the filterbank is only two thirds of its linear-phase counterpart with comparable stopband attenuation. Slightly higher stopband attenuation can be obtained when the system delay is increased by increasing $N$ and $M$.

Let us consider Example 3.1. If the required stopband attenuation for $H_0(z)$ is 40 dB (or $\delta_{\alpha_0} \leq 0.01$) and the cut-off frequencies are $\omega_p = 0.34\pi$ and $\omega_a = 0.66\pi$, the order of the linear-phase filter $H_0(z)$, as suggested by (3.30), is $L_0 = 12$. Because the linear-phase $\beta(z)$ is a type-II FIR filter, the length of $\beta(z)$ should be $N_\beta = 8$. The length of the linear-phase filter $\alpha(z)$ should be slightly larger than $N_\beta$ to achieve a comparable stopband attenuation for $H_0(z)$ and $H_1(z)$. In this example, it is found that $N_\alpha = 10$ is sufficient. For the low-delay filterbank, the passband delay of $H_0(z)$, as discussed earlier, can be chosen as one half of its linear-phase counterpart. The delay parameter $N$ is therefore chosen as 2. The remaining delay parameter $M$ can be chosen as $3N-1$, which is equal to 5. The system delay of the resulting low-delay filterbank is only 15 samples. Note that a linear-phase filterbank, using the same structure, will require a system delay of 23 samples to achieve the same stopband attenuation. The same procedure can be applied to example 3.2, except that $N_\beta$ and $N_\alpha$ are now odd numbers.

E. Design Examples

In this section, the proposed method is evaluated and compared with other conventional methods through several design examples.

**Example 3.1:** In this design example, $\beta(z)$ and $\alpha(z)$ are nonlinear-phase FIR functions with lengths $N_\beta = 8$ and $N_\alpha =
The orders of the polynomials $P_0^e(x)$ and $P_0^o(x)$ are $L_0 = 3$, and the orders of $P_e^a(x)$ and $P_o^a(x)$ are $L_e = 4$. The delay parameters $N$ and $M$ are, respectively, 2 and 5. The overall system delay is $n_0 = 15$ samples. Fig. 3(a) plots the impulse responses of $\beta(z)$ and $\alpha(z)$ designed by the proposed method using the Remez exchange algorithm. Their coefficients are listed in Table I. Fig. 3(b) displays the magnitude responses of $\beta(z)$ (solid line) and $\alpha(z)$ (dashed line). To demonstrate the higher stopband attenuation of the proposed low-delay FIR filterbanks over their linear-phase counterpart, a two-channel linear-phase FIR filterbanks with the same system delay was designed by the proposed algorithm. The delay parameters $N$ and $M$ are still 2 and 5, but the lengths of $\beta(z)$ and $\alpha(z)$ are shortened to $N_\beta = 4$ and $N_\alpha = 8$, respectively, due to the linear-phase constraint. Fig. 3(c) displays the magnitude responses of the low-delay analysis filters $H_0(z)$ and $H_1(z)$ (solid lines), whereas those of the linear-phase analysis filters are plotted in dashed lines. It is observed that under the same system delay ($n_0 = 15$) and the same passband and stopband cut-off frequencies $\omega_p = 0.24\pi$ and $\omega_s = 0.76\pi$, the stopband attenuation of the proposed low-delay lowpass analysis filter is much higher than its linear-phase counterpart ($42 \text{ dB}$ versus $26 \text{ dB}$). On the other hand, the stopband attenuation of the low-delay highpass analysis filter is slightly higher than its linear-phase counterpart ($40 \text{ dB}$ versus $25 \text{ dB}$). It should be noted that due to the simplified structure of the proposed filterbank, its design complexity is very low, and there is no reconstruction error, which is always present in other methods based on constrained nonlinear optimization [10], [20].

Furthermore, as mentioned earlier, the proposed filterbank structure is still PR even under coefficient quantization, unlike the direct form in [16]. The design complexity of the proposed method is also much lower than the unconstrained nonlinear optimization methods in [12] and [14], thanks to the Remez exchange algorithm. The overall performance comparison between the proposed method and the conventional low-delay filterbank design methods [10], [14], [16], [20] is summarized in Table II, where the arithmetic complexity is simply defined as the number of multiplications and additions in implementing the filterbank. This demonstrates the good performance, flexibility, low implementation, and design complexities of the proposed method, as compared with conventional methods. Fig. 4 displays the magnitude and group delay responses of the low-delay analysis filters $H_0(z)$ and $H_1(z)$ designed by the proposed least squares method. It can be observed that the stopband attenuation of $H_0(z)$ and $H_1(z)$ are comparable to the minimax design in Fig. 3, but the stopband attenuation of $H_0(z)$ and $H_1(z)$ around $\omega = 0$ or $\omega = \pi$ is slightly higher in the least squares case.

Example 3.2: In this example, a two-channel low-delay FIR filterbank with odd filter length is designed. The lengths of $\beta(z)$ and $\alpha(z)$ are $N_\beta = 13$ and $N_\alpha = 15$, respectively. The orders of the corresponding Chebyshev polynomials $P_e^b(x)$ and

### Table I

<table>
<thead>
<tr>
<th>n</th>
<th>$\beta(z)$</th>
<th>$\alpha(z)$</th>
<th>$\beta(z)$</th>
<th>$\alpha(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-6.12298189326920e-02</td>
<td>-1.74326307429322e-02</td>
<td>-6.86033316293123e-02</td>
<td>-2.231767854809924e-02</td>
</tr>
<tr>
<td>1</td>
<td>4.65509185095030e-01</td>
<td>1.64867413264712e-02</td>
<td>4.852634764782267e-01</td>
<td>7.354326492786681e-02</td>
</tr>
<tr>
<td>2</td>
<td>8.0411335928083636e-01</td>
<td>-1.6426742065488757e-01</td>
<td>7.874089332511693e-01</td>
<td>-1.7199700761922196e-01</td>
</tr>
<tr>
<td>3</td>
<td>-3.537827046312050e-01</td>
<td>1.6497537279462878e-01</td>
<td>-3.3252364905994096e-01</td>
<td>6.210882208958493e-01</td>
</tr>
<tr>
<td>4</td>
<td>2.255496470471235e-01</td>
<td>6.255681859248121e-01</td>
<td>2.147668758288946e-01</td>
<td>6.249609251611015e-01</td>
</tr>
<tr>
<td>5</td>
<td>-1.391949022596057e-01</td>
<td>-1.679968084966865e-01</td>
<td>-1.314446186132179e-01</td>
<td>-1.764457678368829e-01</td>
</tr>
<tr>
<td>6</td>
<td>7.36517962698009e-02</td>
<td>6.298270160800767e-02</td>
<td>8.009360132472543e-02</td>
<td>7.459638702347382e-02</td>
</tr>
<tr>
<td>7</td>
<td>-3.016262583933727e-02</td>
<td>-2.117141328591070e-02</td>
<td>-3.49607460467677e-02</td>
<td>-3.00625341236717e-02</td>
</tr>
<tr>
<td>8</td>
<td>1.197988318938738e-03</td>
<td>6.759899558032634e-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.565945242569830e-03</td>
<td>-1.257049407528445e-04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE II
OVERALL PERFORMANCE OF EXAMPLE 3.1 COMPARED WITH OTHER CONVENTIONAL METHODS. NOTE THAT $\omega_p$ IS THE PASSBAND CUTOFF FREQUENCY OF $H_i(z)$; $i = 0, 1$. $\omega_s$ IS THE STOPBAND CUTOFF FREQUENCY OF $H_i(z)$; $i = 0, 1$. $\delta_p$ (dB) IS THE STOPBAND ATTENUATION OF $H_i(z)$; $i = 0, 1$. ** ALL THE SYSTEMS HAVE 15 SAMPLES OVERALL DELAY. *** THE CUTOFF FREQUENCIES HAVE BEEN ADJUSTED TO BE COMPAREABLE WITH THOSE OF [14] OR [20]. ** * NUMBER OF MULTIPLICATIONS AND ADDITIONS PER SAMPLE (ANALYSIS FILTERS)

<table>
<thead>
<tr>
<th></th>
<th>Ex. 3.1 vs. Linear Phase, Ref. [10, 16] and Ex. 5.1</th>
<th>Ex. 3.1 vs. Ref. [14]</th>
<th>Ex. 3.1 vs. Ref. [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_p$</td>
<td>$0.34\pi$</td>
<td>$0.34\pi$</td>
<td>$0.34\pi$</td>
</tr>
<tr>
<td>$\omega_s$</td>
<td>$0.66\pi$</td>
<td>$0.66\pi$</td>
<td>$0.66\pi$</td>
</tr>
<tr>
<td>$\delta_p$ (dB)</td>
<td>$42$</td>
<td>$39$</td>
<td>$39$</td>
</tr>
<tr>
<td>$\delta_s$ (dB)</td>
<td>$40$</td>
<td>$39$</td>
<td>$40$</td>
</tr>
<tr>
<td>PR</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Robust to</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>quantization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filter length</td>
<td>$15/33$</td>
<td>$16/16$</td>
<td>$15/33$</td>
</tr>
<tr>
<td>low/high pass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implementation</td>
<td>$9$ Mul.</td>
<td>$32$ Mul.</td>
<td>$9$ Mul.</td>
</tr>
<tr>
<td>Complexity</td>
<td>$6$ Add.</td>
<td>$32$ Mul.</td>
<td>$11$ Mul.</td>
</tr>
<tr>
<td>Design Complexity</td>
<td>low</td>
<td>medium</td>
<td>low</td>
</tr>
</tbody>
</table>

Fig. 4. Analysis filters in Example 3.1 designed by the least squares method. (a) Magnitude responses of analysis filters $H_0(z)$ and $H_1(z)$. (b) Their group delay responses.

The theory of wavelets is closely related to that of multirate filterbanks [28], [29]. It has been shown that discrete dyadic wavelets can be obtained from two-channel PR filterbanks with added regularity condition. For biorthogonal dyadic wavelet bases, it had been proved that [28] $K_0(z)$ and $G_0(z)$ should have $K_0$ (or $K_0$) zeros at $z = -1$ (the $K$-regularity condition). In addition, $H_1(z)$ and $G_1(z)$ should also have at least one zero at $z = 1$. This is equivalent to saying that

$$
\frac{d^k H_0(z)}{dz^k} \bigg|_{z=-1} = 0, \quad k = 0, 1, \ldots, K_0 - 1
$$

$$
\frac{d^k G_0(z)}{dz^k} \bigg|_{z=-1} = 0, \quad k = 0, 1, \ldots, K_0 - 1.
$$

(4.1)
TABLE III

| Coefficients of $\beta(z)$ and $\alpha(z)$ in Example 3.2 |
|-----------------|-----------------|
| n   | $\beta(z)$      | $\alpha(z)$  |
| 0   | 4.29477941338781e-002 | -1.163701925116906e-002 |
| 1   | -1.170835357798205e-001 | 2.260366411090361e-002 |
| 2   | 5.390400943590757e-001 | -5.288511796238420e-002 |
| 3   | 7.324070751151649e-001 | 8.395452202030107e-002 |
| 4   | -3.017651897513106e-001 | -1.800816790721913e-001 |
| 5   | 2.064998768532979e-001 | 6.09672838649619e-001 |
| 6   | -1.563554928168682e-001 | 6.553300405703779e-001 |
| 7   | 1.201468774531898e-001 | -2.167265245937488e-001 |
| 8   | -9.042900882382673e-002 | 1.243710163194015e-001 |
| 9   | 6.52174689227317e-002 | -8.900268621265134e-002 |
| 10  | -4.416639244876935e-002 | 4.94501793394644e-002 |
| 11  | 2.738672482390126e-002 | -3.142658732964170e-002 |
| 12  | -1.832442604348075e-002 | 1.836068887085309e-002 |
| 13  | -9.893828004585433e-003 | |
| 14  | 5.587413566494689e-003 | |

Substituting (2.7) and (2.8) into (4.1) and (4.2), one gets a set of linear equations that have to be satisfied. The problem is a constrained nonlinear optimization problem with linear constraints, which can be solved using the subroutine NCONF in the IMSL library. If all the freedom is used to maximize the number of zeros at $z = -1$, then (4.1) becomes a system of linear equations. Alternatively, if the least squares error function is used, the objective function becomes quadratic, and the problem is recognized as a quadratic programming problem with equality constraints. Again, this can be solved numerically with relative ease. In this section, we will limit ourselves to a class of wavelet bases with $K_0 = 1$ using the methods introduced in Section III. The advantage is that it is an analytic solution and is very easy to apply. More precisely, we only impose one zero at $z = -1$ for $H_0(z)$ and $G_0(z)$.

Due to the special structure of (2.7), it can be seen that the regularity condition in (4.1) is satisfied with $K_0 = 1$ when $\beta(z)|_{z=1} = 1$. If $\beta(z)$ is an even length filter, its odd part $\beta_e(z)$, is a type-IV FIR function, which is equal to zero at $z = 1$. Therefore, the constraint $\beta(z)|_{z=1} = 1$ is simplified to $\beta_e(z)|_{z=1} = 1$ for its even part. Since this constraint cannot be incorporated directly into the Parks–McClellan algorithm [24], it is imposed into $\beta_e(z)$ by the following factorization:

$$
\beta_e(z) = (1 - z^{-1}) \cdot \hat{\beta}_e(z) + \frac{1}{2} (1 + z^{-1}) \cdot z^{-S_3}
$$

(4.3)

where $S_3 = (N_\beta - 2)/2$, and $\hat{\beta}_e(z)$ is a type-III linear-phase filter with length $\hat{N}_\beta = N_\beta - 1$. Equation (4.3) is obtained by observing that $\hat{\beta}_e(z)$ is symmetric so that its coefficients, except the two around the center of symmetry, can be written as a product of a type-III linear-phase function and $(1 - z^{-1})$. The remaining two coefficients are multiple of $(1 + z^{-1}) \cdot z^{-S_3}$. Using a scale factor of $1/2$, (4.3) guarantees that the required condition $\beta_e(z)|_{z=1} = 1$ is satisfied. Since $\hat{\beta}_e(z)$ is a type-III linear-phase function, it can be written as

$$
\hat{\beta}_e(e^{j\omega}) = j \cdot e^{-j\omega (N_\beta - 1)/2} \sin(\omega) \cdot \hat{P}_e^{(\beta)}(\cos(\omega))
$$

(4.4)

where

$$
\hat{P}_e^{(\beta)}(\cos(\omega)) = \sum_{k=0}^{L_\beta} a_k(\cos(\omega))^k, \quad L_\beta = (\hat{N}_\beta - 3)/2.
$$

Substituting (4.3) and (4.4) into (2.7), one obtains the error function as follows:

$$
E_0(\omega) = \frac{1}{2} e^{-j2\omega N_\Delta} \left\{ e^{-j2\omega N_\Delta} \hat{P}_e^{(\beta)}(e^{j\omega}) - 1 \right\}
$$

(4.5)
Fig. 6. Analysis filters with wavelet bases (example 3.3) designed by the Remez exchange algorithm (a) magnitude responses of analysis filters $H_0(z)$ and $H_1(z)$; (b) their group delay responses. (c) analysis scaling function; (d) analysis wavelet function.

where

$$P^{(3)}(e^{j\omega}) = \left\{ \cos(\omega) - 2\sin(\omega) \cdot \sin(2\omega) \hat{P}^{(3)}(\cos(2\omega)) \right\}$$

$$+ j \cdot \sin(\omega) \cdot P^{(3)}_d(\cos(2\omega)) \quad (4.6)$$

$N_\Delta = (N_\Delta/2) - N$, and $\hat{P}^{(3)}_d(\cos(\omega))$ are given by (3.7b).

If the Chebyshev or minimax problem is solved as two independent real Chebyshev approximations, the desired functions $\hat{P}^{(3)}_e(\cos(2\omega))$ and $\hat{P}^{(3)}_o(\cos(2\omega))$ are given by

$$\hat{P}^{(3)}_e(\cos(2\omega)) = \frac{\cos(\omega) - \cos(2N_\Delta\omega)}{2\sin(\omega) \cdot \sin(2\omega)} \quad (4.7)$$

and

$$\hat{P}^{(3)}_o(\cos(2\omega)) = \frac{\sin(2\omega N_\Delta)}{\sin(\omega)} \quad 0 < \omega < \pi/2, \quad (4.8)$$

This can be solved using the Remez exchange algorithm with weighting functions

$$W_e(x) = 2\sin(0.5 \cdot \arccos(x)) \cdot \sin(\arccos(x))$$

$$W_o(x) = \sin(0.5 \cdot \arccos(x)) \cdot (x = \cos(2\omega)) \cdot \beta(z)_{\omega=1} = 1$$

is incorporated. Therefore, the highpass filter $H_1(z)$ will be zero at $z = 1$ when $\alpha(z)_{\omega=1} = 1$. Again, using the property $\alpha_0(z)_{\omega=1} = 0$ and the following factorization for $\alpha_e(z)$

$$\alpha_e(z) = (1 - z^{-1}) \cdot \frac{\hat{\alpha}(z)}{2} (1 + z^{-1}) \cdot z^{-\hat{N}_\alpha} \quad (4.9)$$

where

$$\hat{\alpha}(e^{j\omega}) = j \cdot e^{-j\omega(N_\alpha - 1)/2} \sin(\omega) \cdot \hat{P}^{(3)}(\cos(\omega))$$

$$\hat{N}_\alpha = N_\alpha - 1$$

$$\hat{P}^{(3)}(\cos(\omega)) = \sum_{k=0}^{\hat{L}_\alpha} \hat{p}_k(\cos(\omega))^k$$

$$S_\alpha = (N_\alpha - 2)/2, \quad \hat{L}_\alpha = (\hat{N}_\alpha - 3)/2$$

the required regularity condition can be incorporated. Let $P^{(3)}(e^{j\omega})$ be given by

$$P^{(3)}(e^{j\omega}) = \left\{ \cos(\omega) - 2\sin(\omega) \cdot \sin(2\omega) \cdot \hat{P}^{(3)}(\cos(2\omega)) \right\}$$

$$+ j \cdot \sin(\omega) \cdot P^{(3)}_d(\cos(2\omega)) \right\} \quad (4.10)$$

We now consider the design of the highpass filter. It can be seen from (2.7) that $H_0(z)_{\omega=1} = 1$ when the condition
TABLE IV
SOPOT COEFFICIENTS FOR EXAMPLES 5.1 AND 5.2.

<table>
<thead>
<tr>
<th>n</th>
<th>$\beta(z)$</th>
<th>$\alpha(z)$</th>
<th>$\beta(z)$</th>
<th>$\alpha(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$-2^{-4} - 2^{-6} - 2^{-8}$</td>
<td>$-2^{-8} + 2^{-10}$</td>
<td>$2^{-5} + 2^{-7} + 2^{-8}$</td>
<td>$-2^{-5} + 2^{-10}$</td>
</tr>
<tr>
<td>1</td>
<td>$2^{-1} + 2^{-7} + 2^{-8}$</td>
<td>$2^{-4}$</td>
<td>$-2^{-3} + 2^{-4}$</td>
<td>$2^{-3} + 2^{-10}$</td>
</tr>
<tr>
<td>2</td>
<td>$2^{-1} + 2^{-3} - 2^{-8}$</td>
<td>$-2^{-3} - 2^{-6} - 2^{-7}$</td>
<td>$2^{-1} + 2^{-4} - 2^{-6}$</td>
<td>$-2^{-3} - 2^{-10}$</td>
</tr>
<tr>
<td>3</td>
<td>$-2^{-2} - 2^{-8}$</td>
<td>$2^{-1} + 2^{-3} + 2^{-4}$</td>
<td>$2^{-1} + 2^{-3} - 2^{-4}$</td>
<td>$2^{-3} + 2^{-10}$</td>
</tr>
<tr>
<td>4</td>
<td>$2^{-3} + 2^{-5}$</td>
<td>$2^{-1} + 2^{-3} - 2^{-4}$</td>
<td>$-2^{-2} - 2^{-4} - 2^{-7}$</td>
<td>$-2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>5</td>
<td>$-2^{-4} - 2^{-6}$</td>
<td>$-2^{-2} + 2^{-3} + 2^{-6}$</td>
<td>$2^{-2} - 2^{-4} - 2^{-6}$</td>
<td>$2^{-3} + 2^{-2} - 2^{-6}$</td>
</tr>
<tr>
<td>6</td>
<td>$2^{-5}$</td>
<td>$2^{-4} + 2^{-5}$</td>
<td>$-2^{-3} - 2^{-7}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>7</td>
<td>$-2^{-5} - 2^{-6}$</td>
<td>$2^{-3} - 2^{-5}$</td>
<td>$-2^{-2} + 2^{-3} + 2^{-6}$</td>
<td>$2^{-3} - 2^{-4}$</td>
</tr>
<tr>
<td>8</td>
<td>$2^{-8} + 2^{-9}$</td>
<td>$2^{-4} - 2^{-10}$</td>
<td>$2^{-4} - 2^{-8}$</td>
<td>$2^{-3} - 2^{-4}$</td>
</tr>
<tr>
<td>9</td>
<td>$-2^{-8}$</td>
<td>$2^{-3} + 2^{-7}$</td>
<td>$-2^{-4} - 2^{-7} - 2^{-8}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>10</td>
<td>$-2^{-8} - 2^{-7}$</td>
<td>$2^{-4} - 2^{-8}$</td>
<td>$2^{-4} - 2^{-2} - 2^{-9}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>11</td>
<td>$2^{-7} + 2^{-8}$</td>
<td>$-2^{-4} - 2^{-8}$</td>
<td>$-2^{-3} + 2^{-8}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>12</td>
<td>$2^{-8} - 2^{-3}$</td>
<td>$-2^{-7} + 2^{-8}$</td>
<td>$-2^{-3} + 2^{-8}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
<tr>
<td>13</td>
<td>$-2^{-7}$</td>
<td>$-2^{-7} + 2^{-8}$</td>
<td>$-2^{-3} + 2^{-8}$</td>
<td>$2^{-3} + 2^{-4} + 2^{-6}$</td>
</tr>
</tbody>
</table>

Following the same approach in designing the lowpass filter, the desired responses of $F_e^{(\alpha)}(\cos \omega)$ and $F_o^{(\alpha)}(\cos \omega)$ are shown to be

$$F_e^{(\alpha)}(\cos \omega) = \frac{1}{2\sin(\omega) \sin(2\omega)} \left[ \cos(\omega) - \frac{\Re(A(e^{j\omega})e^{j2\omega M\Delta})}{|A(e^{j\omega})|^2} \right]$$

$$F_o^{(\alpha)}(\cos \omega) = \frac{\Im(A(e^{j\omega})e^{j2\omega M\Delta})}{|A(e^{j\omega})|^2 \sin(\omega)}, \quad 0 < \omega < \pi/2$$

where $A(e^{j\omega})$ is the complex envelope of $H_0(e^{j\omega})$ given by (3.22). Again, the optimal minimax solution is similar to that in (4.9) with weighting function given by

$$W_e(x) = 2\sin(0.5 \cdot a\arccos(x)) \cdot \sin(a\arccos(x)) \cdot |A(e^{0.5a\arccos(x)})|^2$$

and

$$W_o(x) = \sin(0.5 \cdot a\arccos(x)) \cdot |A(e^{0.5a\arccos(x)})|^2$$

($x = \cos(2\omega)$).

This design algorithm can also be generalized to the case where the length of $\beta(z)$ is odd. The detail is given in Appendix B. Due to page limitations, derivation of the least squares design is omitted here. It should be noted that the proposed method is also applicable to the design of wavelet bases with linear phase.

Example 4.1: In this example, we will design a wavelet filterbank with the same parameters as Example 3.1 using the proposed method. In particular, the lengths of the FIR functions $\beta(z)$ and $\alpha(z)$ are $N_\beta = 8$ and $N_\alpha = 10$, respectively. The low-delay parameters $N_\Delta$ and $M_\Delta$ are also selected as 2 and 1. The system delay is maintained at 15 samples. Fig. 6(a) and (b) plot the magnitude and group delay responses of $H_0(z)$ (solid line) and $H_1(z)$ (dashed line). It is observed that the frequency performance of $H_0(z)$ and $H_1(z)$ of the wavelet filterbank is comparable with that in Example 3.1, except those zeros have been imposed at $\omega = \pi$ for $H_0(z)$ and $\omega = 0$ for $H_1(z)$. The analysis scaling and wavelet functions of these low-delay wavelet filterbanks are shown in Fig. 6(c) and (d), which are very smooth. The coefficients of $\beta(z)$ and $\alpha(z)$ are also listed in Table I.

V. MULTIPLIERLESS LOW-DELAY FIR FILTER BANKS

In this section, we will study the multiplierless implementation of the proposed low-delay FIR filterbanks using SOPOT coefficients and the GA. The design method proposed in the previous sections is very efficient for designing low-delay FIR filterbanks with real-valued coefficients. Since the filterbank is structurally PR, the simplest way to obtain a PR filterbank with SOPOT coefficients is to round the coefficients obtained in Sections III and IV to the nearest SOPOT coefficients. It is, however, a suboptimal solution. A number of methods have been proposed for designing FIR filters with SOPOT coefficients. A classical work is the integer programming method proposed by
Lim [33]. Other heuristic methods such as simulated annealing [34] and GA [35] have also been proposed as alternatives to the problem. These heuristic techniques are, in general, very easy to use and are able to yield a reasonably good solution even when the objective function is nonsmooth with complicated (inequalities) constraints. An important drawback, however, is the long computational time of the algorithms, which depend on a number of issues such as the strategy used, coding style, and the initial population, etc. In [35], the GA is used to obtain the SOPOT coefficients for the lattice coefficients in a multiplier-less two-channel orthogonal filterbank derived from the lossless lattice structure [2]. In this paper, the GA is also employed to search for the SOPOT coefficients of the functions $\beta(z)$ and $\alpha(z)$. More precisely, the coefficients of $\beta(z)$ and $\alpha(z)$ are represented as

$$h(n) = \sum_{k=1}^{p_n} a_k \cdot 2^{b_k}, \quad a_k \in \{-1, 1\}$$

$$b_k \in \{-\ell, \ldots, -1, 0, 1, \ldots, \ell\}$$

where $\ell$ is a positive integer, and its value determines the range of the coefficients. $p_n$ is the number of terms of the $n$th coefficient. Normally, $p_n$ is limited to a small number, and the multiplication of such SOPOT coefficients can be implemented with simple shifts and additions. The objective function we minimize is

$$E_k(H_k) = \max \left\| H_k(\omega) - \tilde{H}_k(\omega) \right\|, \quad k = 0, 1, \quad \omega \in [0, \pi]$$

where $\tilde{H}_k(\omega)$ is the desired frequency response. Various aspects on the implementation of GA can be found in [37] and the references therein.

Example 5.1: In this example, a multiplierless low-delay filterbank with the same specification as Example 3.1 is designed using the GA. The cut-off frequencies are $\omega_p = 0.34\pi$ and $\omega_s = 0.60\pi$. The SOPOT coefficients of the filterbank obtained are shown in Table IV. Fig. 7 shows the frequency responses of the multiplierless PR filterbank. The stopband attenuation of $H_0(z)$ and $H_1(z)$ are, respectively, 39.2 dB and 40 dB, which are very close to their real-valued counterparts. The averaged number of terms used per coefficient is only 2.2. The total arithmetic complexities for implementing $\beta(z)$ and $\alpha(z)$ are 37 additions and 39 shifts. Counting the two more additions in the filterbank, the total arithmetic complexity is 39 additions and 39 shifts in the decimated domain or 19.5 additions and 19.5 shifts in the original sampling rate. The number of shift operations can further be reduced if additional memory locations are used to store the shifted immediate data. These results demonstrate the low implementation complexity and good performance of the proposed multiplierless filterbank. It is also found that the GA, although requiring more computational time, is very effective in finding the SOPOT coefficients of the multiplierless low-delay filterbanks with good frequency characteristics.

Example 5.2: In this example, another multiplierless low-delay filterbank is designed using the GA. The specifications are $N = 3, M = 8, N_\alpha = 12$, and $N_\beta = 14$. The SOPOT coefficients obtained are also shown in Table IV. Fig. 8 shows the frequency responses of the multiplierless filterbank. Both the stopband attenuation of $H_0(z)$ and $H_1(z)$ are 39 dB, which are very close to their real-valued counterparts. The average number of terms per coefficient is 2.5. The total arithmetic complexity required in the original sampling rate is 32 additions and 32 shifts. The number of shifts can be reduced if additional memory locations are used to store the shifted immediate data. These results again demonstrate the effectiveness of the GA and the low implementation complexity of the multiplierless low-delay filterbank. More design examples can be found in [36]. To obtain the results in Examples 5.1 and 5.2 by GA, it requires approximately 20 to 40 min, respectively, on a Pentium II 350 MHz personal computer if no initial guesses for $\alpha(z)$ and $\beta(z)$ are used. The computational time can, however, be greatly reduced if $\alpha(z)$ and $\beta(z)$ in Examples 3.1 and 4.1 are quantized to SOPOT coefficients and included in the initial population.

VI. CONCLUSION

In this paper, a new approach for designing two-channel PR FIR filterbanks with low system delay is presented. It is based
on the use of nonlinear-phase FIR functions in the PR structure previously proposed by Phoong et al. [9]. Because the linear-phase requirement is relaxed, the lengths of $\beta(z)$ and $\alpha(z)$ are no longer restricted by the delay parameters of the filterbanks. Hence, higher stopband attenuation can be achieved at low system delay. The design of the proposed low-delay filterbanks is formulated as a complex polynomial approximation problem, which is solved by the Remez exchange algorithm or analytic formula with very low complexity. The generalization of the present approach to the design of a class of wavelet bases associated with this low-delay filterbank and its multiplier-less implementation using the sum of powers-of-two coefficients are also studied.

APPENDIX A

DESIGN OF $\beta(z)$ AND $\alpha(z)$ WITH ODD LENGTH

When the length of $\beta(z)$ is odd, it can be written as a sum of type-I and type-III FIR functions as follows:

$$\beta(e^{j\omega}) = e^{-j\omega(N_\beta-1)/2} \cdot P_{e}^{(\beta)}(\cos(\omega)),$$

$$\beta(e^{j\omega}) = je^{-j\omega(N_\beta-1)/2} \sin(\omega) \cdot P_o^{(\beta)}(\cos(\omega))$$  \hfill (A1.1)

where

$$P_{e}^{(\beta)}(\cos(\omega)) = \sum_{k=0}^{L_{\beta e}} a_k(\cos(\omega))^k, \quad L_{\beta e} = (N_\beta - 1)/2$$

$$P_o^{(\beta)}(\cos(\omega)) = \sum_{k=0}^{L_{\beta o}} b_k(\cos(\omega))^k, \quad L_{\beta o} = (N_\beta - 3)/2.$$

The desired magnitude response of $P^{(\beta)}(e^{j\omega}) = P_{e}^{(\beta)}(\cos(\omega)) + jP_o^{(\beta)}(\cos(\omega))$ is still given by (3.9). If the complex Chebyshev approximation is solved using two real approximations as in Section III-A, the ideal responses in (3.10) are modified to

$$\hat{P}_{e}^{(\beta)}(\cos(\omega)) = \cos(2\omega N_\Delta),$$

$$\hat{P}_o^{(\beta)}(\cos(\omega)) = \frac{\sin(2\omega N_\Delta)}{\sin(2\omega)}, \quad 0 < \omega < \pi/2$$  \hfill (A1.2b)

with weighting functions

$$W_e(x) = 1, \quad W_o(x) = \sin(\arccos(x)) \quad (x = \cos(2\omega)).$$  \hfill (A1.2c)

A factorization similar to (A1.1) also exists when the length of $\alpha(z)$ is odd. In fact, the desired response of $P^{(\alpha)}(e^{j\omega}) = P_{e}^{(\alpha)}(\cos(\omega)) + jP_o^{(\alpha)}(\cos(\omega))$ is still given by (3.24), where

$$P_{e}^{(\alpha)}(\cos(\omega)) = \sum_{k=0}^{L_{\alpha e}} a_k(\cos(\omega))^k, \quad L_{\alpha e} = (N_\alpha - 1)/2$$

$$P_o^{(\alpha)}(\cos(\omega)) = \sum_{k=0}^{L_{\alpha o}} b_k(\cos(\omega))^k, \quad L_{\alpha o} = (N_\alpha - 3)/2$$

The ideal responses of $P_e^{(\alpha)}(\cos(2\omega))$ and $P_o^{(\alpha)}(\cos(2\omega))$, using separate real and imaginary parts approximation, are

$$\hat{P}_{e}^{(\alpha)}(\cos(2\omega)) = \text{Re} \left( A^{-1} (e^{j\omega}) e^{j2\omega M_\Delta} \right)$$

$$\hat{P}_o^{(\alpha)}(\cos(2\omega)) = \frac{\text{Re} \left( A^{-1} (e^{j\omega}) e^{j2\omega M_\Delta} \right)}{|A(e^{j\omega})|^2}$$  \hfill (A1.3a)

$$\frac{\text{Im} \left( A^{-1} (e^{j\omega}) e^{j2\omega M_\Delta} \right)}{\sin(2\omega)}, \quad 0 < \omega < \pi/2.$$  \hfill (A1.3b)

The corresponding weighting functions in the Remez exchange algorithm are

$$\hat{W}_e(x) = \left| A \left( e^{j0.5 \arccos(x)} \right) \right|^2$$

$$\hat{W}_o(x) = \sin(\arccos(x)) \left| A \left( e^{j0.5 \arccos(x)} \right) \right|^2 \quad (x = \cos(2\omega)).$$  \hfill (A1.3c)

It should be noted that because $N_\beta$ and $N_\alpha$ are odd integers, the low delay parameters $N_\Delta$ and $M_\Delta$ are half integers. Due to page limitations, detail derivation of the least squares solution is omitted. It can be derived similar to the even length case described in Sections III-A and III-B.

APPENDIX B

WAVELET BASES FOR $\beta(z)$ AND $\alpha(z)$ WITH ODD LENGTH

When the length of $\beta(z)$ is odd, it can be written as a sum of a type-I FIR function $\beta_e(z)$ and a type-III FIR function $\beta_o(z)$. Since a type-III FIR function has a zero at $z = 0$, $\beta_e(z)$ can be factored using the same method in (4.3)

$$\beta_e(z) = (1 - z^{-1}) \cdot \hat{\beta}_e(z) + z^{-S_3}$$  \hfill (B1.1)

where $S_3 = (N_\beta - 1)/2$, and $\hat{\beta}_e(z)$ is a type-IV FIR function with length $\hat{N}_\beta = N_\beta - 1$. If the Chebyshev problem is solved by using two independent real Chebyshev approximations, the desired magnitude responses of $\beta_e(z)$ and $\beta_o(z)$ in (4.7) and (4.8) are modified to

$$\hat{P}_{e}^{(\beta)}(\cos(2\omega)) = \frac{1 - \cos(2\omega N_\Delta)}{2 \sin^2(\omega)}$$

$$\hat{P}_o^{(\beta)}(\cos(2\omega)) = \frac{-\sin(2\omega N_\Delta)}{\sin(2\omega)}, \quad 0 < \omega < \pi/2$$  \hfill (B1.2)

with weighting functions

$$W_e(x) = 2 \sin^2(0.5 \arccos(x))$$

and

$$W_o(x) = \sin(\arccos(x)) \quad (x = \cos(2\omega)).$$  \hfill (B1.3)
Similar modifications can be made when the length of $\alpha(z)$ is odd. The desired magnitude responses of $\alpha(z)$ in (4.11) and (4.12) are modified to

$$\hat{P}_e(\cos(2\omega)) = \frac{1}{2}\frac{1 - \Re\left(A^H(e^{j\omega})e^{j2\omega M_\Delta}\right)}{\left|A(e^{j\omega})\right|^2}$$

$$\hat{P}_o(\cos(2\omega)) = \frac{\Im\left(A^H(e^{j\omega})e^{j2\omega M_\Delta}\right)}{\left|A(e^{j\omega})\right|^2\sin(2\omega)}, \quad 0 < \omega < \pi/2$$

(B1.4)

with weighting functions

$$W_e(x) = 2\sin^2\left(0.5\arccos(x)\right)|A\left(e^{j\frac{0.5\pi}{2}\arccos(x)}\right)|^2$$

and

$$W_o(x) = \sin\left(\arccos(x)\right)|A\left(e^{j\frac{\pi}{2}\arccos(x)}\right)|^2\left|x = \cos(2\omega)\right|.$$  

(B1.5)
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