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A DS-CDMA System Using Despreading Sequences
Weighted by Adjustable Chip Waveforms

Yuejin Huang,Member, IEEE,and Tung-Sang NgSenior Member, IEEE

Abstract—This paper evaluates the performance of a direct- was proposed in [1]. However, it is extremely complex. Sub-
sequence code-division multiple-access system using coherent resequently, a number of suboptimal receivers using simplified
ceivers in which the despreading sequences are weighted bystructures have been proposed [2]-[6], [16]. These suboptimal

adjustable chip waveforms. The chip weighting waveforms under i . ire locki d d di
consideration are designed for multiple-access interference (MAI) multiuser receivers require locking and despreading some or

rejection. Assuming that the received chip waveforms are rect- all of the co-user signals, hence they are still too complex to
angular, new expressions for the signal-to-interference-plus-noise be implemented in practice.

ratio (SINR) of the decision variable are derived when different Based on a noise Whitening approach’ a simp|e structure
weighted despreading sequences (WDS’s) are used in the receiverca"ed the integral equation receiver was proposed in [7]. The

The novelty of the derived expressions is that each of the expres-. i | i . | d di functi
sions, when the system parameters are given, is determined onIyIn egral equation receiver employs a aespreading function,

by one parameter of the adjustable chip waveforms employed. As Which is the solution of a Fredholm integral equation of
a result, we can simply tune the parameter to its optimal value the second kind. The resulting despreading function consists

in real-time for MAI rejection without knowing the other users’  of 22 exponential terms with the number of coefficients
spreading codes, timing, and phase. The criterion for tuning the 55 5tional toN2, whereN is the processing gain. However,
parameter is to maximize the SINR of the decision variable : . ) . o - ‘ .
based on the relative strength between the additive Gaussian Ina typ'cf”‘l S"”""“?”' _'t is st r.10t gasy to find 'the optlmum
white noise and the MAI. Numerical results show that when despreading function in a practical implementation whers
the multiple-access interference is significant, the receivers using relatively large. We note that the despreading function given
WDS's outperform significantly the conventional receiver using in [7] emphasizes the transitions in the received signal from
a rectangular despreading sequence. Brief analysis for band- yne gesjred user for MAI rejection. This leads us to consider
limited spreading signals is also provided to reveal the practical L . - . .
implications of the proposed technique. weighting the Qespreadmg sequence by simple adjustable chip
) . ) waveforms which are determined by only one parameter. The
ac'(:necjsixi:tee'rrr‘f";;np‘gé“sggit’s'g %\t‘r'lﬁ’t(‘e";‘ai‘ngorm’DS'CDMA’ multiple-  resylting weighted despreading sequence (WDS) is easy to
' tune to achieve the best performance.
In this paper, we analyze the performance of a DS-CDMA
I. INTRODUCTION system using coherent receivers with the proposed WDS'’s
N A direct-sequence code-division multiple-access (D&Nd show how the system signal-to-interference-plus-noise
CDMA) system with perfect power control, the majof2tio (SINR) is improved by tuning the parameter of the
limitation in performance, and hence capacity, is due NP Weighting waveforms. These receivers are equivalent to
multipath fading and multiple-access interference (MAI). gpecific matched filters with impulse responses mgtchgd to the
is generally accepted that some form of diversity is requireyPS's: The performance of the proposed receiver is mar-
in the system to cope with multipath fading. For MAI, itsg{nally poorer than that of the mtegrgl equation receiver (see
effect on performance cannot be reduced by simply increasifity- 7)- However, the proposed receivers can be implemented
the received signal-to-background-noise power ratio due to tHEN much less complexity. _ _
requirement of power control in a DS-CDMA system. As a The organlzat|or_1 of the.paper is as .follows. In Section I,
result, the receiver error rate tends to level out to a constdff System model is described. In Section Iil, the SINR of the

value, or floor, depending on the system parameters. With ffgcision variable fc?r a DS-CDMA system is derived under
objective of MAI rejection, an optimum multiuser receivef'® Proposed WDS's. This is followed by numerical results in
Section IV. A discussion on issues of practical significance,
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Fig. 1. The structure of a coherent receiver with a WDS for title user.

PR aEk)PTC (t —jT.) andbi(t) = 3252, b§k)PTb(t — statistically stationary random process [11]. A CDMA receiver
j13), where T, and T; are the chip and data durationsfor the kth user transmitting in stationary, colored, Gaussian
respectively, and’.(y) = 1, for 0 < y < =z, and P,(y) = 0 noise was derived in [7] with the objective of suppressing
otherwise. In our study, both sequendéé) and ¢/*) are MAI. The receiver was termed the integral equation receiver
modeled as independent random variables taking vaktes as the desired despreading functigit) was the solution of
or +1 with equal probabilities. It is assumed that there atge following integral equation:
N chips of a spreading signal in the interval of each data bit .z,
/ Cnlt = 7)q(t)dr = —Nog(t) + ax(t), 0=t <T,
0

(3)

Si(t) = V2Pby(t)ax(t t+ 6y 1 . . .
k() K(B)ax(t) cos(wot + b1 @) where C,,(7) is the autocorrelation function of the MAI.
where the transmitted powdr and the carrier frequency, Equation (3) is a Fredholm integral equation of the second
are common to all users. Thus, the received sigf@l at the kind. As pointed out in [12], the integral equation receiver is

T, (T, = NT,), and the spreading signal has a period that is
much longer thadV. The transmitted signal for thieth user is

base station can be represented as equivalent to a generalized matched filter for the colored noise
k case. The despreading sequence obtained from the solution of
) = ZSk(t — 1) + n(t) (3) maximizes the SINR. If the MAI is a Gaussian process,
Pt maximizing the SINR is equivalent to minimizing the proba-
K bility of error in a CDMA system. The integral (3) has been
= \/ﬁzbk(t_'fk)ak(t—’flc)COS(th+¢k) +n() (2) solved in [7] for the case in which the spreading pulses are
b1l rectangular. The resulting despreading functigf) consists

rﬁé 2N? exponential terms, with the number of coefficients
Emportional toNZ. When the spreading codes have a period
much larger thanv, (3) needs to be solved for every symbol
period for as many symbol periods as there exist within one
Reriod of the spreading code. Clearly, because of considerable
processing requirements, it is not easy to obtain and implement
the optimum despreading functiafit) in practice whenV is
large or the spreading code period is much larger tNan

To overcome this issue, we propose a WDS for #tle

whereK denotes the number of active users. The random ti
delays and phases along the communication links between
K transmitters and the receiver are denotedrhyand ¢y
(= — wom), for 1 < k < K, respectively. The ambient
channel noise.(t) is modeled as an additive white Gaussia
noise (AWGN) process with two-sided spectral densvyy/2.
The random variablegr,} and {¢:.} are independent of
one another and uniformly distributed ¢@ 7] and [0, 2x],

respectively. receiver as follows:
For binary phase-shift keying modulation, the structure &F '
a coherent receiver with WDS'’s for thgh user is shown in N . - O OYI &) (k)
Fig. 1, where¢i()\) is the decision variable and(t) is the k(t) = Z aj Wy (t i1: | {Cﬂ' 7Cj+1}) @)

Jj=—o0

WDS which will be described in detail below.
where ™ = o o, andw{(t | {®, )}, for 0 <
[ll. SYSTEM PERFORMANCE t < 7., is the jth chip weighting waveform for the:th
receiver, conditioned on the status of three consecutive chips
A. WDS’s {cj(.’_“),c](.’_fl} = {qj(»’i)_la](»k) a§k)a§’f21}. Eachc§k) is a random
In a DS-CDMA system, the MAI is the sum of manyvariable which indicates whether or not the next element
independent co-user signals and we can model the MAI a®fathe kth(k)spreadmg signal i the same as the preceding
zero-mean, colored, Gaussian process. By means of the cer@l@ment.c;” = —1 implies a;”; # a;, and a transition
limit theorem, the accuracy of the Gaussian assumption shoulsturs between the two consecutive chips, wh;ﬂ’é? =1
increase as the processing ga\n and number of users’ ;mpjies o™ = ¥, and no transition occurs between the
increase. Gaussian approximations have been used in the stuc}/ ! i ! hios. B ® . 0< i< N—1
of similar models (e.g., [8]-[10]) and have been reported HQ’ consecutive chips. Becaude;™ : 0 < j < -1}

be accurate even for a moderate number of co-users. If {Re? set of independent and identically distributed random

signals of co-users are shifted in time by a random amou\fﬁ&?bles tqkmg values-1 %E)_A}_\l’v'_th equal probabllltles,
distributed uniformly between 0 arifl,, the MAI becomes a 1¢ 0 <7 <N —1} = {¢;"};5; is a set of independent
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and identically distributed random variables taking valuds T e
my(t my (L

or —1 with equal probabilities. In our analysis, we define the 1
jth chip conditional weighting waveform for thigh receiver 2 He)
as 0 Tc 0 Tc
k k k e e
wj( )(t| {CE ),05»421}) 1\zj)/ 1 )
my(t), if c](.k) —+1 and c](,’j_)l =41 2 1(g) ‘L—I——
mg(t), if Cgk) =—1 and c](.ﬁ_)l =1 0 Te 0 T, Tc-T, Tc
- i (k) _ (k) _ (5) m§e)(t) mg“)(t)
ma(t), ife¢ =-1 and ¢y =+1 ] 1
ma(t), if c](»k) =+1 and c]("fl—)l =-1 Y2 H)
0 Tc 0 Te

wherem,,(t) for p € [1,2, 3, 4] are the proposed chip weight- o
ing waveforms which will be described in detail below. Noting 4 () ’ m (1)

that the despreading functions shown in [7, Fig. 5] emphasi%e,u—/ H(e)

the transitions of the received signal from the desired user, g To Te 0 Tor Te
we now define the elements of the chip weighting waveform ) o

vector {my (t), ma(t), ms(t), ms(t)} for the following two Fig. 2. The chip weighting waveforms: (a) EW and (b) SW.
cases: 1) exponential chip waveforms (EW); 2) stepping
chip waveforms (SW). For the EW case, the chip weighting
waveformsm,,(t) for p = 1,2,3, and4, denoted bym”(t), ;
are defined as | I

mi (1) = <P (1) , « A |
m$ (t) = T Pr o (t) + VAT Pr (8 — T./2) . | | /
— =
miEE) = e Py ol8) + 2Py ot~ T2) NN /]
mie)(t) _WQPTC/Q(t) +e—w(l—t/Tc)PTc/Q(t_Tc/Q) (6) a
wherey € [0,) is a parameter of the exponential chip - v M !
weighting waveforms. Similarly, for the SW case, the chip I ! 1 U L f
weighting waveformsn,,(t) for p = 1,2, 3, and4, denoted

by m$”(¢), are defined as 0 2 s 6 8 12 1
(s) t/T,

=e
=e

Fig. 3. Waveforms for a length-14 segment of a spreading sequence and the
= PTF (t) - [1 - L(E)]PTP—QTA (t - TA) corresponding WDS's: (a) spreading sequence, (b) WDS for the EW case,

)
)

s d WDS for the SW .

m$(t) = Pry(8) + L(e) Pr, 1, (t — Tn) and (¢) WDS for the SW case
)

= Le)Pr—rs(O) + Pr.(t) = Pr—rs(t) (1) e impulse response matched 2 (t) cos(wot)Pr, (t), can
whereTa € (0,1./2], e = T./Ta € [2,00) is a parameter be expressed as
of the stepping chip weighting waveforms, €[0,1 A+ T+
is a monz[t)ongigcallyp decrgeasirglg function @fa?:%r) ea[se ]of i( I/ {2r(t)ai(t— ATy — ;) cos(wot+ ;) } dt
implementation, we simply defing(e) = [C(g/2—1) +1]7! A (8)
where the constant’ is chosen equal to 10 (see Section IV ) )

for how this value was chosen) in what follows. Wher= 0 Where cos(wot + ¢;) is the coherent carrier reference and
in (6) ande = 2 in (7), the chip waveformsn”(¢) and a;(t — X1, — ;) is the WDS of the reference user. Since the

s carrier frequencyfy is much larger tharf; ! in a practical
mé)(t),for allp € {1,2,3, 4}, reduce to the rectangular pulse stem th(z: doug{g-fre uenc tegrms in (8b) can beFi) nored, and
Pr (t). For the two cases, Fig. 2 shows diagrams of the chj d, ¢ q y 9 ’
weighting waveforms, and Fig. 3 shows waveforms of lengt 0) reduces to .

14 segments of a spreading signal and the correspondg)g)\) :S<<)\| {c(i)}l\—1>
T T i}

Ty+7i

WDS's. j=0
Oh G SR
B. Performance Analysis +N; <)‘| {Cj }j_o ) + Z Y[c<_3>} (9)
- E=1(k#1) 7

We arbitrarily choose théth user as the desired user and ) . .
analyze the performance of the proposed receiver for déﬁgere the first, second, and third components, respectively,

symbolb(;). For coherent demodulation, the conditional outptﬁre the Cclnd't'?]r.‘arll deszed s!gngl,' th; tm')llsbe'I andFthe Mgl
random variable of théth user receiver, denoted hy(}A), components, which are described in detail below. From (8),

.. . . (7) N—1 .
which is equivalent to a specific matched filter output witf® conditional desired signal tery(A | {¢;”};25") in (9),
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conditioned on the seﬁc(z)} - " .t, can be expressed as

S; <)\| {4 }j=01>

1887

where i; = 7 — Tis Rzk('f') = fOT ak(t — T)&Z(t) dt, and
Ry(r) = jTT" ap(t —7)a;(t) dt. Sincer’i;’f} are uncorrelated

for different £, the conditional variance ‘of the MAI terd, ;,

O+ To+7 conditioned on{c!”}¥=! and denoted by2 .., is then
= \/2P/ 07 a;(t — 7;)ai(t — AT, — 7;) dt {e"h= Yoy
NIy 4r given by
) GHOT 2 _gplp Lt
— V2P Z/ ” —JT. |{ ¢ m}) dt.  Th(y _E[I’”HCJ }j=0
k
(10) =P B[R (r) + B ()
From (4)—(7), we obtain (11), shown at the bottom of the page. k=1

Thus, making a change of the integral limits in (10) and then

using (11),5;(X | {15!

s(A{) ) —u0ver
[21%/:/2 o(t) dt 4+ (N — N/m1 dt] (12)

) can be written as

where N; is a random variable which represents the numberffﬂ{c( =
— 1]. Note that - 2 s (1A
-1y in (12) is conditioned onV;. However, to WNEred oy R, Rin)=B[{ R (i) Hin (i)} e 110"

of occurrences oégZ

S g
simplify the notation, we still uses;(A | {151 in (12)

—1forall j € [0,N

instead ofS;(\ | ;) becauseV; depends or{c(’)} L. From

(8), the additive Gaussian noise teff( A | {cj(z)}F )in (9)

can be expressed as

<A|{ <”>} » ) = / " [0 o5y —n. @ sin st dt
(13)

where the terms..(¢) andn,(t) are the low-pass equivalent
Using an approach similar

components of the noise(t).

+2658) 0 Rir () Rin (70 | {C,('i)}{\_l} (16)
5=0

where E[- | {c(z)} '] denotes the ensemble average with

respect to all the random variables |, exceptc(z) Since

E[bﬁ)lb(k)] = 0, we have

Py

k=1,ksi

[ <>} (Rir, Rir) — “ik|[c<ﬁ>}} 17)

and . (>}—2E[R7k(7k7)R7k(Tk7)|{c(”)} o'] Both® )

(Rzk,Rzk) and s, v, are conditioned or{c(z)}A oL Let
=mT,—7o, form € [1, N], wherer is a random variable

distributed uniformly between 0 arifl.. We obtain

Rin (1) + Rir (113

N—-1

Z G EZ)f(T |{ 1.e”, 521}) (18)

to that which led to (12) the conditional varrance of theyhere

noise termi; (A | { o}), conditioned on{c } ! and
denoted byo— N} is therefore given by
T2
2 o . 2
~ TC
—|—(N—N7;)/ [mi(t)]* dt|. (14)
0

Also from (8), the third term in (9) that is the MAI term forf?

the ¢th receiver, denoted by ;, is given by

K
Iy, =

>

k=1(k#i)

(k,)
Y{c@}

K
=V2pr Z COS(‘/)i_(/)k)[bg\@lRik(Tki)+bg\k)Rik(Tki):|

7 (o | {2167 })
=& /T wf (| {2, &) )
[T ({0

Since Ela! aj agé)] = 0, for j1 # j2, and E[Ri(7i) +
ix(Tri)] = 0, we obtain (20), shown at the bottom of the

next page wherd“ig o3} is the number of occurrences
_ 1]

of {f2,,e, 0} = {v1, 02,03}, for all j € [0,N

(19)

in the ith WDS. Each element ofvy,vs,vs} takes the

value +1 or —1 with equal probability. It is clear that

h=1(k7) (o1,0, US}F?IE] iy = V. Substituting (5) into (20) leads
(19 o (21), shown at the bottom of the next page. According to
Tc/2 Tc ( )
; 2 ma(t)dt or / if ¢/, =—1
T.+T./2 / j+1 —
[ (e {0 Yy a= ne K (11)
JTe—Te /2 G - _
m (t) dt or 2 mg t, if Cit1 = +1.
0 T./2
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Appendix A, the termﬂm{c@} in (17) is given by cases, denoted hyz Elfe ()} ando §5|{c<ﬂ>}’ are given by (B-1)

and (B-3) in Append|x B, respectively.

oy = 2B [ wl? (t| {c((f),cgi)}) dt Thus, by definition, the SINR of the decision variable,
zk|{cj } o (i) N
conditioned on{c; } VoL, can be expressed as
D] e 2 o
7o ag ; g i
and then we obtain SINR: — Ny n ey
70 T, ' (i) N-1\ 12 () N—1\12
|ty eoy| < 2B / 0 dt/ ma(t) dt] [S<A|{cj }j:O )} {S(M{cj }jzo )}
7 0 T
n 5 (25)
<E /0 ma(t) dt] : (23)  wheres(x | {351, o 2 ey 3 ando Il{ o) are expressed

Note that there areN terms in (21) andju, o] < by (12), (14), and (24), respectlvely Substituting (6) into (12)
T y and (14) and then apply the resulting expressions as well as

fo my(t) di]®. Assuming thatN is large, the effect of (g.1) jnto (25), the SINR for the EW case, conditioned on
B oyl o)) on B, <z>}L@{ oy (Hik, Ry)| in (17) is {1V and denoted bBINR(®, is given by

negI|g|bIe (see Section 1iI-C for jUStIflcatIOI’l) wherg e >}[]

+00, and over all other random variables [ih We therefore 29[2x(1 — e=7/2) + 4(1 — x)e=/?]?

denotes the ensemble average overc,(JéifI, for —oco < j < gqNR® = { Yx(@ —e™) + (1 — x)e™7]
ignore the termy, I} in (17) in the analysis. Thus, the _

—(e P
conditional variance of the MAI term is approximately given (K —1)E® (F{ ; }ﬂ) 26
by E G e el
2 o~ — @ . . > . ~
O'Il{c-(ji)} ~ P(K 1)@{c§7)}(RZk7Rzk) (24) where Eb _ PTb, ’?b _ Eb/NO, x = N/N and

”(e)(l“{C . },’y) is given by (B-2). Similarly, substituting
where the tern® <>}( Ryx, Rix) is given by (21). The con- (7) into (12) and (14), and then substituting the resulting
ditional variances of the MAI term for both the EW and SWexpressions of both (12) and (14) as well as (B-3) into (25),

.

@{cgo}(Rik,Rik) Z [fQ(T |{ G-1 EZ)’ 521})}
=0

=00 LB {1 -1, -)+ 1 B[ | {-1,-1,1})]
+0 B [ {=1,1, =)+ T | B[ (r0 | {=1,1,1})]
00 B [ {11, =1+ T Bl (0 | {1,-1,-1})]
+ T B0 | {L -1+ 0 B0 | {1,1,1)] (20)

é{cgj)} (Rix, Rir.)

2 2
. 1. T.—7g T, T.—7g
= F?Zl,_l,_l}E —/ mo(t) dt+/ mo(t) dt +Ff{”)1 Lk / ma(t) dt+/ ms(t) dt]
T.—719 0 T.—79 0
‘ T. T.—mo 2 T. To—mo 2
ok /T malt) df + /0 mit)dt| +I), | B /T ma(t) dt + /0 o (2) dt]
c—To0 c—To

(2)
U b

T. T.—m 2
— / m4(t) dt + / mg(t) dt
T.—7o 0
T, T.—7o
/ o (#) dt + / ma(f) dt
T.—70 0

(%)
+0 o E

_ /T TCTO ma(t) dt + /0 o mas(t) dtr
/ ma(t dt] (21)

+r B

{L1,-1} + F[l L1
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the SINR for the SW case, conditioned ({n(z)}A ! and N/2 and E{c€f>}[r([21,v2,v3}] = N/8 for any realization of
denoted bySINRfS), is given by {v1,v2,v3}, we get
GINR® — ] _E2x + (e = 20H(e)] SINR) ) -
L | ek e - 20HEF _ { Wty =De] 2K - 1DEO() }
() (el >} -1 W2+ (v — 2)e/2]2 N[2(m/2 1) + ]2
(K - 1)= (F ) (31)

N2y + (e — 20 H(E)P } 27) e

i =2
where E(S>(F{C§' >},5) is given by (B-4). Wheny = 0 in  =(o (v) = <1 Xy 9 +e/? = 9@/2 + i@)_
2 2y

(26) ande = 2 in (27), which correspond to employing 2 12 2y v
rectangular despreading sequence in the reference receiver, (32)
the two previous expressions reduce to the s&ihNR;,
conditioned onA;, given by Similarly, substituting (7) into (30), we obtain
~ _1 pr—
- . SINR,
SINR, — [ B Dwy) | No (28) ) i B
3N 2Ey, el + (e—1)L3(e)] n (K—1)Z)(g)
S 2W[1 4 (e=1)L(e)]?  2eN[1 + (e—1)L(e)]?
wherew(N;) = 3/2 — N/N Let N, = N/2in (28), which (33)
is equivalent to replacings(N;) by E[w(N,)] in (28). Then,
(28) reduces to where
K — 1 NO — 26
C_ -0 =GNy = | = = 2 -
SINR, < I ) (20)  =0)(e) = K : 25+2>L (€) + (2 3)L(5)+1}

Comparing (29) with theSNR; given by [13, eq. (17)], we (34)

see that the difference between the two equations is due

different deflnltlons of the SINR. determination of the value of the parameterdr <) of the

e (&)
Note that SINR in (26) and SINR@ N 'rl (2_7) arg corresponding WDS, which maximizes the syst8hNR for
dependent on the spreading sequer{e&} . Since it o5ch case.

is assumed that all spreading sequences are random binary
sequences, there should be relatively little difference betwegn

Ttﬁe main utility of (31) and (33) would be in the rough

. Accuracy of the Conditional Variance of MAI

N; and E, (>}[NZ], and also betweenl“?g 205y AN
W b The conditional variances? =, ando?_ ., for the
E{c@}[l“[v1 ws,051] N the set of all possible sequences when TR, ) 151{c; "}

] T hi | t HINR f EW and SW cases are derived usmg (24) with the -assump-

N is large. To achieve a simple expression o or  ton that I, e (>}| is much smaller thar(-)[ <_>}(R7k,R7k)

all code sequences, it is reasonable to define an average si nal

power to average ‘noise’ power ratio as n (17) when & is large. If the despreaplln_g sequence of
interest consists of rectangular pulses, it is clear that the

B 5 assumption is justified from (21) and (23). However, as the
— A MNTE chip waveforms of the WDS’s are no longer rectangular in
SINR = 0 the proposed system, it is important to evaluate the effect of
E{ <>}[ <)\|{ }J —o )} Fig e 0y on 6{ (7>}(Rik,R x). For this purpose, we consider
-1 an appropnate measure of the effect. This measure is the ratio
E{cgi)} |:O'§|{ (7->}:| of |E[c(>}[ zk|[c(>}]| to E[ (_>}[@[cg_>}(R7,k, 7,k)] denoted
+ . (30) by p, and is given by
g [s(u ey
{c;"} =0 E . .
_ | ) |:uik|{c§7>}:|| (35)
Although theSINR defined in (30) is not exactly th8INR; r= E o [@ o, (R Rik):| ’
given in (25) for a specific code sequence, it is a tradeoff le; 73 L te

between theésSINR for all users whenV is large. The larger
the processing gaitV, the smaller the relative error betwee
SINR and SINR;. Note that for the EW and SW cases, thé
SINR are represented BYINR .y and SINR ), respef:nvely © |Q(e)(,y)| o) |Q(s)(€)|

Substituting (6) into (30) and noting thaE[cg_ﬂ}[Ni] = P = NEO() and p\¥ = NEO)(e) (36)

r{:or the EW and SW cases, we denote the ratly p(¢) and
(s), respectively. Then, according to Appendix C, we obtain
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0.05 T T T 45 ‘ . :

r 401 — SINR® A _
0.04F SINR® |
0.03F
0.02} ]
0.01f |

0 il 1 1 L oo -
0 5 10 15 20 0 5 10 15 20
v and € vy and €
. : 3 h Fig. 5. SINR; versus the parametefsande for various values ofy;, when
Fig. 4. The ratios O‘E{c§i>}[ﬂikv\{cgi)}” to E{ugg)}[o{ugg)}(R,k,R,k)] N = 255 and K — 75. i
for the EW and SW cases.
P, = Q(y/max[SINR;]) where
where e [ )
oo L 5 T e, Qo) = )2 [ e(-fymd @9)
Y =—-Zt -+t ——5—F2 z
i A//gfy 38A/ 48 8 andmax[SINR;] is the maximum value dfINR;. For the EW
_e 0 and SW cases, we replaSéNR; by SINRi(e) and SINRES) in
v 2y the expression ofP, for the corresponding probabilities of
Q@ (e) = {L2(5)<Z 12 _5> error, denoted by and P, respectively. To minimize
6 the probability of error, eithery or € is tuned according to
52 5 the value ofy, to maximize theSINR; for g_ach case. When
+ L(e)Be—2-e) + 6 5}' (87) N is large, the average probability of errét, for the set of

In Fig. 4, we plotp(® andp(®) versus the parametessande, all possible sequences is definedfas= Q(/ max|SINR|).

when N = 255. The solid line represenis®) and the dashed Similarly, for the EW and SW cases, we replaSeNR
line represents(®). It is clear thatp(®) = 0 aty = 0 and by SINR(.) and SINR(,) in the expression of’. for the

p'¥) =0 ate = 2, which means that the average error of botBorresponding probabilities of error, denoted B and
(B-1) and (B-3) due to ignoring the termikl{p@} is zero —= ) ) o
S *, respectively. In the following, it is assumed that the

when the chip waveforms of the despreading sequence afe . di for the durati ¢ dat bol
rectangular pulses. Both curves in Fig. 4 show that the effdly, USET'S spreading sequence for the duration of data Symoo

— ~ ) 1 1 1 —_ =44

Of B, [t 0] ONE, [0, (i, (Rir, Rix)] is negligible by’ Is a randorp binary sequence with Iengkh‘_ 255. In

{cj } zk|{cj } {Cj } {Cj.} this SequenceN‘ — 134 F(Z) — 33 F(Z) +

for moderate values of or . This suggests that (B-1) and o ¢ © ’ {_1651’_1} ’ &{i)—l,—l,l}

(B-3) obtained in Appendix B are valid for relatively large Ty _, ,, =70, T, +T0, ,, =60, 0", , =

(say N > 128). 36, 1“?1) iy =31, andl“?l)1 .y = 25. Because the period of
the spreading code is much Farger thin the values of both

IV. NUMERICAL RESULTS the SINR and the BER for other symbols can be calculated

In this section, we present numerical results on the périmmy based on other sets {ﬂ“?ﬁl,vz,vg}}- Before computing
formance of the proposed coherent receivers in a DS-CDMY numerical results, the constanin the expression ak(e)
system. We demonstrate how the parameterands) of the for the SW case needs to be chosen. By plotﬁﬂyRi(S)'s
WDS's in both the EW and SW cases affect 81&R; of the against the parameter for various values ofy, and C, we
reference receiver for the data symkbgﬁ for a certain signal find C' = 10 is a good compromise between the high and low
to background noise ratig, = E,/No. We also show the bit- values of¥,, and thus this value is chosen for this study.
error-rate (BER) performance for each case. As the values oln Fig. 5, SINRi(e) and SINRi(S) are plotted using the
N and K used in this study are reasonably large, we can magarametersy and « as the independent variables for various
the Gaussian assumption to evaluate the BER as an indicatiatues ofy, whenK = 75. Note that they-axis of Fig. 5 is not
of the system performance. Since we have modeled the Midldecibels. It is clear that the WDS reduces to the rectangular
as zero-mean Gaussian process, the probability of dfor spreading sequence when= 0 for the EW case or whea =
for the data symbob(;) in all the BER curves is defined as2 for the SW case. ThereforSINRfe) aty =0 and SINRi(S)
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N E | 1 N E
10_9 PE(E) Y tuncd to maximize S]NR}G) Peg Optimum BER AN
3 Pe(:) € tuned to maximize SINR,(S) E 1071 Pe(e) Y tuned to maximize S]NRI(Q) \\\
107 . . . . pley1=0 3
0 5 10 15 20 25 ‘ 3
108 . . . L
<, (dB) 0 5 10 15 20 25
Fig. 6. BER versugy, for different WDS’s whenN = 255 and K = 75. Y5 (dB)

Fig. 7. Performance comparison between the integral equation receiver and

. the proposed receiver whel = 31 and X' = 9.
ate = 2 have the same value which corresponds tohéR; prop '

when the chip waveforms of the despreading sequence of the

reference user are rectangular. These curves show tad = For the purpose of comparison, Fig. 7 pld?;éi) aty =0
should be tuned for different valuesgf in order to maximize (dotted Iine),Pe(,i) where~ is tuned to maximize thSINRi(e)
theSINRi(e) andSINRi(S), respectively. They also indicate thaf(solid line) and the optimun®? shown in [7, Fig. 6] (dashed
the WDS can be simply replaced by the rectangular spreadiiig) obtained by using the optimal despreading function that
sequence with little loss of eithéﬁNRfe) or SINRES) when is the solution of the integral equation given by (3), all using
the MAI is insignificant. For example, when < 5 dB, either the same sequence of lengiti = 31 when K = 9. The
the SINRi(e) aty=0or theSINRfS) ate = 2 is very close to sequence employed is the first Gold code given in [7, Table I].
the maximum value of th8INR; in each case. This suggestdn this sequenceNi = 16, ngzl,—l,—l} = 4, 1“?217_171} +
that at low7,, the proposed receiver reduces to conventionali) —8 T + 7t —8 1w —4
correlation receiver. On the other hand, when MAI dominategy~>~4 = 7 = {pbth 77 dhmi - 7 L= -
over AWGN, » and ¢ should be tuned with respect to eact {1,—1,1; = 4 andl’y = 3. From this figure, we can see

1,1,1}
5 to maximize theSINR'® and SINR® respectively. For that the performance of the proposed receiver with exponential
example, whery, = 20 dB, the WDS withy = 8.5 ore ~ 6.5

WDS is almost identical to that of the integral equation

can maximize th&INR; for each case. It is also observed frongeceiver. Also for the_purpose of comparison, the BER_ cu_rves
Fig. 5 that the maximum value SHINR® is always larger of the proposed receiver for the EW case are plotted in Fig. 8

than that oSINRfS) at the same value af,. This suggests that by using different spreading codes in [7, Table I]. Note that for

) . f he first, fifth, and sixth codes from that table, which have the
the despreading sequence weighted by the EW is preferab}sf?me elements of the Sﬁfﬁl . vg}}’ the BER performance

Fig. 6 shows the BER performance of the propose : . JUz;s i
receiver with different WDS's. The top curve (dashed “nelg identical. In Fig. 8, the solid, dashed, dotted, dash-dot, and

. ; . . : oint curves correspond to the BER performance when the
is the BER for a conventional correlation receiver with : :

. . st, second, third, fourth, and seventh codes in the table are
rectangular despreading sequence. This corresponds to

e .
case that eithely = 0 or ¢ = 2 in the proposed WDS's. employed as the reference code, respectively.
The two curves in the bottom correspond to the BER for

In Fig. 9, the parameterg,,, ande,,;, which maximize the
(e) (s) i i
the proposed receivers wheteand e are tuned explicitly to SINR;™ andSINR;™, respectively, are plotted as a function of
each¥, to maximize theSINR'® and SINR™. We can see

the number of active users for three valuespfTo maximize
from this figure that in low¥, (<5 dB), where the BER’s

the SINR; for each case at a givef, either yope Or eqpt
are mostly caused by AWGN, tuning or ¢ has little effect should be increased as the number of active useirscreases.
on the maximum value of the correspondififNR; so that

The curves in Figs. 10 and 11 correspond to the same cases

the BER’s do not differ much regardless of the WDS's. Oﬂustr_ated _in Figs. 5 w, r(_aspec_tively, except G?OW the
the other hand, in relative high, (>15 dB), the BER's are SINE(c) is defined by (31)5INR,) is defined by (33)F =
mostly caused by the MAI so that the BER's in this regiof(y/max|SINR ., |), andP” = Q(/max|SINR,|). Note

can be reduced substantially by tuning eitheor e. Fig. 6 that they-axis of Fig. 10 is also not in decibels. Although the
also shows clearly that the receiver with each of the proposseiNR’s shown in Fig. 10 are not exactly th&INR; for a
WDS'’s performs substantially better than the conventiongpecific user, it is a tradeoff measure for all users. The larger
correlation receiver with rectangular despreading sequencethe processing gaitv, the smaller the relative error between
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y and €

_ Fig. 10. SINR versus the parametetsande for various values of, when
¥y (dB) N = 255 and K = 75.

Fig. 8. Performance comparison of the proposed receiver for the EW case
using different spreading codes whéh= 31 and X' = 9.

10 : . . .

10 ' , ' ' 107 [ SSeal ]
9 _ 10° [ -...::T_\\“—\~___________:
8 1 10* | 4
! T 10° | 3
6 1 10° [ ]
° 1 107} : N
4 - sf | BER for rectangular despreading sequence
3 i 1074 E— ;T-e) Y tuned to maximize W(e, E
5 | 10° | P01 & tned o maxinize SINR(s) y
1 1 1075 5 10 15 20 25
0 . ; . . _

0 20 40 60 80 100 Y5 (dB)
Number of users, K Fig. 11. P. versusy, for different WDS'’s whenV = 255 and K’ = 75.

Fig. 9. The optimum parametefs,; andeop¢ versus the number of active

4 i ; [ = 255 .
usersi for various values ofy, when N = 255. therefore important to see how the proposed system performs

when the received signals are band-limited. As full analysis
SINR andSINR;. WhenX is large, the main use of the curvesyf the proposed system for band-limited signals is beyond
in Fig. 10 would be to show roughly the values of batland  he scope of this paper, we adopt a simple explanation to

e, which maximize the corresponding systéfiNR; for all  jngicate the practical implication of the proposed system when
user's code sequences. In Fig. 12, the parameiggs and e received signals are band-limited.
Eopt Which maximize theSINR .y andSINR,), respectively,  As is well known, a spreading signal with flat inband
are plotted as a function of the number of active users fgbwer spectral density (PSD) will yield, from the viewpoint
three values ofy. of bandwidth efficiency, optimal performance in band-limited
CDMA systems [7], [19], [14], [15], [17]. For example, in
V. DISCUSSION the 1S-95 standard, each of the chip pulses of the transmitted

According to numerical results presented in the previogignals is shaped approximately by a sinc function [18]. In
section, it is clear that the proposed receiver with WDSthis case, the inband spectrum of received spreading signals
outperforms the conventional receiver with rectangular dis already flat or nearly flat across a given bandwidth. It is
spreading sequences. It can be argued that the results ravenecessary to compensate for the spectrum at the receiver.
optimistic due to the assumption of infinite bandwidth, and it iEhere is, however, complicated steps in generating the transmit
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Fig. 12. The parameters,,t andZ,pt versus the number of active users

Y i y [ = 25! .
K for various values ofy, when N 255. Frequency f normalized to 1/7,

Fig. 13. Normalized cross PSB.;oss( f)/ max[Scross( f)] for three values
signals due to each pulse’s long duration in the time-domaii..

In the proposed approach, band-limited spreading signals with

nonflat spectrum pulses are transmitted. It is possible to desi H or f. Wh 0, the chi iahi ¢
a variety of nonflat spectrum pulses [7]. Here, for smphcﬂﬁ rew = 27 f. When~y = 0, the chip weighting waveforms
&iuce to rectangular pulses, afid.ss(f) becomes

we only consider a system in which the baseband transmitlé
signal is generated by passing the spread signals through an
analog low-pass filter with cutoff frequency at the first spectral lin S ) 2[1 — cos(w1z)] (41)

null of the rectangular chip pulse. The resulting chip pulse 7—0 w21,
is called main-lobe square-wave (MLSQ) pulse [7], [15]. A
transmitter for such signals is very simple to implement. Iwhich is the auto PSD of the rectangular spreading signal.
this case, in order to achieve better performance, differed$suming that the system bandwidth is constrained to satisfy
techniques can be employed in the receiver to flatten th§ < 1/7., Fig. 13 showsS,.ss(f) versus the frequency
inband PSD of the received signals [14], [15]. As the outconfer three values ofy. From these curves, we can see that
of the proposed approach is similar to a noise whitenirtge inband portion ofS....s(f) can be flattened to a certain
technique, it must effectively whiten the inband PSD of thdegree just by tuningy in the receiver. This agrees with
received signals. For illustration purposes, we consider ordyr intuitive interpretation, and we expect the performance
the EW case. Using results shown in [14], an appropriaté a band-limited CDMA system will be improved by using
measure of the performance for band-limited CDMA systethe proposed approach. It can be proved that the wider the
is the cross power spectrufii...s(f) of a pair of spreading bandwidth, the better the performance can be achieved by
and weighted despreading signals. To obt&in...(f), we tuning~, and when the system bandwidth extends to infinity,
first evaluate the cross-correlation functiongft) andax(t), its performance is given by the previous sections.
defined by For the purpose of comparison, Fig. 14 plots examples of
_ N the chip and spreading waveforms for the proposed and the
Rexoss (t,7) = Ela(t)ar(t = 7)] (39) IS-95 systems. In Fig. 14(a), solid and dashed curves are the
which depends ort as well as onr. Assuming that the MLSQ and the 1S-95 chip waveforms, respectively. Each of
variablet in (39) is uniformly distributed orf0, 7;.] and then the chip pulses is plotted by constraining its energy/to
averaging (39) with respect th we obtain R, (7) which In Fig. 14(b), the transmitted spreading signals of a length-
is independent of. Thus Se,oss(f) is the Fourier transform 14 segment with MLSQ chip pulses (solid line) and the

of Reross(7) given by IS-95 chip pulses (dashed line) are plotted. In the proposed
approach, the waveform shown in Fig. 3(b) or (c) is used
Seross(f) = < 1 ) to despread the solid line signal in Fig. 14(b). Clearly, the
T.w? (72 + w2T3) spreading and despreading waveforms are quite different. For

20 —)2 the 1S-95 system, the despreading waveform should be the
'{2w TeTL — cos(wTe)] + 7 Tewe same as the spreading waveform [dashed line in Fig. 14(b)]
- [sin(3T,w/2) — 3sin(T,.w/2)] for match filtering.

2 /2 _ Finally, we mention issues relating to implementation. In a
e [eos(Tew/2) = cos(3Tew/ 2)]} (40) low chip rate system, we can simply use digital signal proces-
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the expressions aR;x(7x;) and Rix(7;) can be written as

k
Rip(Thi) Z oy 1 (1+11f11 70) + Z a( )q+11le(T0)

j1=0 j1=0
N-1 N-1
k
1(7hi) Z ajz fzflz 7o) Z agz) q— 1J5.(70)
J2=q Je=q+1
(A-1)
@ where -
T ‘ folro) = [ aduld (¢ {e? e })
{ 0

fp(’ro) = /TC a](f)w](f) (t| {cp 1(3_1}) dt.  (A-2)

70

By definition, we obtain

. Hirl ()
5 5 a s 8 10 12 14 — QE[RZk(TM)RZk(TM)]
¢/T. qg N-1
K k £
®) =2 Z Z [ag\r) 1—g+j1 a§2)—qul (To)sz (TO):|
Jj1=0j2=¢q

Fig. 14. Examples of chip and spreading waveforms for the proposed and
the 1S-95 systems: (a) MLSQ chip pulse (solid line) and the 1S-95 chip pulse 1 *) )
(dash line); (b) spreading waveforms for a length-14 segment with MLSQ +2 [a ; L@ ‘_ _1Fi (7o) fi. (1o }
chip pulses (solid line) and the 1S-95 chip pulses (dash line). Z Z N1y B =g -1 F3 (70) e (70)

71=0ja=q+1
g—1 N—1
sors to implement the WDS’s. When the chip rate is high, the ~ +2 > Y E [GE\%) Gt ot f (o) i (TO)}
SW waveforms are preferred because they can be generated J1=0j2=¢
easily by using an analog switch controlled by digital logical ¢—l N-1
circuits. Implementation of the proposed system appears o +2 > Y [GE\@ i O Fi (o) (To)]
be much simpler, without making actual comparisons, than J1=0jz=q+1
methods proposed in [15] to directly implement the optimum (A-3)
despreading function derived in [7]. Note thatE[a,(’f)a,z)] = 0 whenr, # 7. It is clear that the

second, third, and fourth summing terms in (A-3) are zero. In
the first summing term of (A-3), there is only one nonzero term

which corresponds to the case whgre= 0 andJ; = N — 1.
In this paper, we have presented an analysis of the P¥herefore, we obtain

formance of a DS-CDMA system using coherent receivers in — 2E[fo(r )f (70)]
which the despreading sequences are weighted by adjustable’il{c{"} ~ OVT0/IN—1170
chip waveforms. The chip waveforms are designed with the

VI. CONCLUSION

objective of MAI rejection based on the concept that the de- =2E C((f)/ (Z (t| {Co ) (Z)}) dt
spreading sequence emphasizes the transitions in the received 0

spreading signal of interest. To maximize the sys#iiNR;, (@) (@) (i)

we can simply tune the parametegror ¢ of the WDS under : /TO Wy (t| {CN 1260 }) dt|  (A-4)

consideration based on the relative strength between the Mﬂh

and the AWGN. When the MAI is significant, receivers usm ich yields (22).

the proposed adjustable despreading sequences outperform

significantly receivers using fixed or rectangular despreading APPENDIX B
sequences. Numerical results show the despreading sequence

weighted by EW performs marginally better than the SW i this appendix, we evaluate the conditional variances of

. : 1he MAI for both the EW and SW cases. Substituting (6) into
Finally, we have briefly analyzed the proposed system Wl&ge . " :
band-limited spreading signals to reveal the practical imp 1) and then using (24), the conditional variance of MAI for

cations. the EW case, denoted b:)? Bl is approximately given by
0§E|[c§f'>} ~ P(K - )®{c§_i>}(Rik7Rik)

APPENDIX A 2 .
= NEZDP e (r{c?)} fy) (B-1)
In this appendix, the tern, k(D) in (17) is examined. 72 ’

Letting ; = ¢71. — 70, Where 19 is a random variable where (B-2) is defined, shown at the bottom of the next page.
distributed uniformly or{0, 7,.] andq is an integee [0, N —2], Similarly, substituting (7) into (21) and then using (24), the



HUANG AND NG: DESPREADING SEQUENCES WEIGHTED BY ADJUSTABLE CHIP WAVEFORMS 1895

conditional variance of MAI for the SW case, denoted bwhere¥(®) = 72¢=7 /42 and¥(®) = T2 /3. For the EW case,

> X . . o . (o)l _
alsl[cgﬂ}, is approximately given by smcg(a{cg_i)}(Rik,Rik) = UONEEOTS) 4 in (B-1), we
N(K —1) ) obtain
2 oy A T 2 prp2e(s) (e} -
ey ¥ m o PIIE (r ,5) (B-3)

where (B-4) is defined, shown at the bottom of the page. E{ o) G

0y ] WOV, [EO147)]

— gle) prsle) .
APPENDIX C = VONE() (C-4)

In this appendix, the ratios oﬂE{ (>}[ zk|{<>}]| to —
_ = 2 larly, for the SW
E 2 © 2 (R, Zk)] for the EW and SW cases, denotecYV ere='(y) is given by (32). Slml?ry, or the SW case,
Loy 3 e since®, o, (R, Riz) = WO NEE(TG ) ¢) in (B-3), we

(0
by p<€> and p®), respectively, are examined. Using (A- Dobtain {eg7y
we obtain

Il = E{cgo} [uikl{cgﬂ}}

_ . . o
1 By [0 0y (Rir Bir)] = wl )NE{C“ [ = )(F{ g )}
= ZE[SISI + 5183 + 54853 + 5451 — 8254 — $252 _ \I/(S)NE(S)(E) (C-5)
— 8332 — 8334] (C'l)
where = L _ .
0 T. whereZ()(¢) is given by (34). By definition, we obtain
5 = / my(#)dt and 3, = / my(#)dt.  (C-2)
0 To
Note thatr, is a random variable distributed uniformly on ., |T1(®)] () 1)
[0,7.]. For the EW and SW cases, the expresdiois denoted * T UEONEE(y) and p = UG NEE) (5) (C-6)
by I1{*) and I1¢*), respectively. Substituting (6) and (7) into
(C-1), we obtain ielding (36)
) ) yielding :
0 — q,@( 1.5 9. ™ e
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6 solving (3) when the spreading code has a period much larger
(C-3) than N.

=@ (pty ) = Lo 1216 o2, 4 o (i) (0)
=) (F ,’7) =N Dy 4t 5 5 e+ ,ye + (F[7177171} +I 1})
° 19 a2 12 5 ) o
2 + ,y—i-e ¢ +2,y +([111}+ [1171})
1 e ; 3 7 1
i SR 7 S () L2 2 V24
+ 577 ,y+c +2,J +T{_1717_1}[ 3 - 37t ¥ ,y+2c

2
(i) e V2 8 e 427 B
+I7 [1 5 +2 ptot 2e C o S NN (B-2)

(e o) 1 () 8 (e — 2)2(4 + E)LQ(E) () )
=( )(F[ 5 }75) = {I‘[ Lo11) [3 +4(e —2)L(e) + 3 + (F[ilﬁLl} —|—F[1771771}>

5 16 = ;

. [§+ <3s— ?>L(5)+ <3 —3e+ — )LQ( )} (r<[>111} +0%
1
3

+ <€—§)L(E)+ <€ —e+= )LQ( )} Fi’)ll_l}[ +2<5—§>L( )+<s3_2s+§>L2(s)}

; 2 8 3 i
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