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A distributed multimedia system (DMS) is an integrated com-

munication, computing, and information system that enables the
processing, management, delivery, and presentation of synchro-

nized multimedia information with quality-of-service guarantees.
Multimedia information may include discrete media data, such as

text, data, and images, and continuous media data, such as video
and audio. Such a system enhances human communications by
exploiting both visual and aural senses and provides the ultimate

flexibility in work

with remote participants, view movies on demand, access on-line

and entertainment, allowing one to collaborate

digital libraries from the desktop, and so forth. In this paper, we

present a technical survey of a DMS. We give an overview of
distributed multimedia systems, examine the fundamental concept

of digital media, identify the applications, and survey the important
enabling technologies.
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MAN Metropolitan area network. of the computer, telecommunication, and cable television

MBone Multicast backbone. industries—are accelerating the realization of such systems.
MHEG Multimedia/Hypermedia Expert Group. A multimedia system is an interactive digital multimedia
MIME Multipurpose Internet mail extensions. system. It seamlessly integrates multimedia information via
MMDS Multichannel multipoint distribution sys-  computers and allows users to interact with such informa-
tem. tion according to their preferences. Multimedia information
MPEG Motion Pictures Experts Group. includes video, audio, and other continuous media in addi-
MTP Multicast transport protocol. tion to discrete media such as text, data, and still images.
NTP Network time protocol. Discrete media data are often displayed as one presentation
NTSC National Television Systems Committee. unit, while continuous media data are composed of a
OAM&P Operation, administration, maintenance, series of consecutive units of equal presentation duration
and provision. [1]. The ability to accommodate continuous as well as
ODA Office document architecture. discrete media in an integrated system is the distinguishing
(O] Operating system. feature of multimedia systems. A DMS augments stand-
OSPF Open shortest path first. alone multimedia systems with a real-time network; real
PAL Phase alternation line. time here refers to timely delivery with acceptable qual-
PC Personal computer. ity. According to application needs, the system provides
PSTN Public switched telephone network. services in an interactive (e.g., VOD) or broadcasting
QCIF Quarter-CIF. (e.g., video conferencing) mode and in a timely (e.g.,
QoS Quality of service. video browsing) or messaging (e.g., multimedia e-mail)
RCAP Real-time channel administration proto- manner. An example of a DMS is a number of multimedia
col. PC’s and/or workstations interconnected with continuous
RSVP Reservation protocol. media servers via the Internet that allow users to retrieve,
RTP Real-time transport protocol. browse, and manipulate video or audio. Such networked
RTCP RTP control protocol. multimedia systems not only dramatically enhance the
SAR Segmentation and reassembly. existing CD-ROM-based multimedia applications but also
SECAM Sequential couleur avec memoire. encourage newly emerging broad-band applications at the
SCSI Small computer system interface. expense of more complexity due to the requirement of
SGML Standard generalized markup language. QoS guarantees. These include constraints on bit error
SMDS Switched multimegabit data service. rates, packet loss probabilities, and delivery delays re-
SMPT Simple mail transfer protocol. quired in a traditional point-to-point information delivery
SONET Synchronous optical network. system, plus additional constraints introduced due to the
ST-II Stream protocol version 2. orchestration of distributed media in a DMS, such as
TCP/IP Transport control protocol/Internet proto- the synchronization among multiple media streams from
col. distributed sources to achieve a meaningful presentation.
TDMA Time division multiple access. We formally define a DMS as an integrated communi-
uUbP User data protocol. cation, computing, and information system that enables
VBR Variable bit rate. the processing, management, delivery, and presentation of
VC Virtual channel. synchronized multimedia information with QoS guaran-
VCI Virtual channel identifier. tees.
VoD Video on demand. Fig. 1 summarizes a DMS. The inputs of the system
VP Virtual path. consist of the important factors that drive a DMS from
VPI Virtual path identifier. concept to reality, and the outputs consist of a wide range
WAN Wide area network. of distributed multimedia applications. The system inputs
WWW (W3) World Wide Web. can be divided into three orthogonal dimensions. The inputs

from the left-hand side are the major contribution indus-

tries, including the computer, telecommunication, cable TV,
. INTRODUCTION entertainment, and consumer electronics industries. The
DMS’s will revolutionize current life-styles, especially inputs from the right-hand side are the important issues

those aspects associated with human communications. Sucln the development of a DMS, including the technical,
systems will create an electronic world in which people are standardization, regulation, copyright, market, and social
able to shop, work, or learn at home, watch video pro- and human factors. The inputs from the top are a collection
grams on demand, access on-line digital libraries from the of the enabling technologies of the information subsystem
desktop, and so forth. Technological advances in comput- (for storage), the communication subsystem (for transmis-
ers, high-speed networks, data compression, and consumesion), and the computing subsystem (for processing). The
electronics—coupled with the availability of multimedia information subsystem consists of the multimedia servers,
resources, mechanisms, and manipulation functions, theinformation archives, and multimedia database systems. It
development of the relevant standards, and the convergencystores and retrieves multimedia information, serves a large
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Fig. 1. A distributed multimedia system.

human factors

Hypermedia applications

number of simultaneous user requests with QoS guaran-kiosks, computer-aided learning tools, and WWW (or W3)
tees, and manages the data for consistency, security, andurfing.

reliability. The communication subsystem consists of the

The main features of a DMS are summarized as follows

transmission medium and transport protocols. It connects[2]-{10].

the users with distributed multimedia resources and delivers
multimedia materials with QoS guarantees, such as real-
time delivery for video or audio data and error-free delivery
for text data. The computing subsystem consists of a
multimedia platform (ranging from a high-end graphics
workstation to a multimedia PC equipped with a CD-ROM
drive, speaker, sound card, and video card), OS, presen-
tation and authoringtools, and multimedia manipulation
software. It allows users to manipulate the multimedia
data. The outputs of the system can be broadly classi-
fied? into three different types of distributed multimedia
applications: ITV, telecooperation, and hypermedia. ITV
allows subscribers to access video programs at the time they
choose and to interact with them. Services include home
shopping, interactive video gam&sginancial transactions,
VOD, news on demand, and CD on demand. Telecooper-
ation overcomes time and location restrictions and allows
remote participants to join a group activity. Services include
remote learning, telecommuting, teleservicing, teleopera-
tion, multimedia e-mail, videophone, desktop conferencing,
electronic meeting rooms, joint editing, and group drawing.
A hypermedia document is a multimedia document with
“links” to other multimedia documents that allows users to
browse multimedia information in a nonsequential manner.
Services include digital libraries, electronic encyclopedias,
multimedia magazines, multimedia documents, information

1An authoring tool is a specialized software that allows a producer or
designer to design and assemble multimedia elements for a multimedia
presentation, either through scripting languages (such as Script-X, Perl
Script, and JavaScript) or menu- and icon-based graphical interfaces (such
as Director, Hypercard, and Apple Media Tool).

2Qur criteria for classification is described in Section IIl.

1) Technology integrationintegrates information, com-

2)

3)

4)

5)

6)

7

munication, and computing systems to form a unified
digital processing environment.

Multimedia integration:accommodates discrete data
as well as continuous data in an integrated environ-
ment.

Real-time performanceequires the storage systems,
processing systems, and transmission systems to have
real-time performance. Hence, huge storage volume,
high I/O rate, high network transmission rate, and
high CPU processing rate are required.

System-wide QoS supposdupports diverse QoS re-
quirements on an end-to-end basis along the data path
from the sender, through the transport network, and
to the receiver.

Interactivity: requires duplex communication between
the user and the system and allows each user to
control the information.

Multimedia synchronization supportpreserves the
playback continuity of media frames within a single
continuous media stream and the temporal relation-
ships among multiple related data objects.

Standardization supportallows interoperability de-
spite heterogeneity in the information content, pre-
sentation format, user interfaces, network protocols,
and consumer electronics.

The rest of this paper is organized as follows. Sec-

tion Il overviews digital media fundamentals. Section Il

SInteractive video games can also be classified as a hypermedia appli-presents three important types of distributed multimedia ap-

cation.

LI AND LIAO: DISTRIBUTED MULTIMEDIA SYSTEMS

plications, including ITV, telecooperation, and hypermedia
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systems. Section IV addresses the technical aspects of theonverters in the acquisition and playback of digital media

information, communication, and computing subsystems. systems.

Section V presents our conclusions. Digital media take advantage of advances in computer-
processing techniques and inherit their strengths from dig-
ital signals. The distinguishing features that make them

II. DIGITAL MEDIA FUNDAMENTALS superior to the analog media are listed as follows.

Just as the printing press, telegraph, telephone, and mass
media have revolutionized human communications, the
emerging digital media are expected to spawn another
revolution in communications.

Electronic media and transducers are essential parts of
multimedia presentation. A medium is something through _ .
which information travels. For example, natural media can f'ind generation loss (as copies are made_z) aﬂd are
be air, water, and space. Information travels in natural influenced by the characteristics of the medium itself.

media in the form of waves, such as light waves and sound 2) Seamless integratiorthe integration of different me-

1) Robustnessthe quality of digital media will not
degrade as copies are made. They are more stable
and more immune to the noises and errors that occur
during processing and transmission. Analog signals,
on the other hand, suffer from signal path attenuation

waves. Electronic media are distinguished from natural dia via digital storage, processing, and transmis-
media in their abilities to record, duplicate, manipulate, sion technologies, regardless of the particular media
and synthesize information [11]. Examples of electronic properties. Therefore, digital media eliminate device
media include computer disks, CD-ROM's, videotapes, dependency in an integrated environment and allow
and cables. The transducer is a device capable of chang- ~ €asy data composition and nonlinear editing.

ing signals from one form to another. Microphones and  3) Reusability and interchangeabilityvith the develop-
video cameras are examples of transducers that convert ment of standards for the common exchange formats,

sound waves and light intensity, respectively, into electrical digital media have greater potential to be reused and

signals. Conversely, loudspeakers and monitors convert shared by multiple users.

electrical signals into sound and light, respectively. 4) Ease of distribution potentialthousands of copies
Information can be represented as analog signals or may be distributed electronically by a simple com-

digital signals. Analog signals exhibit a continuous tone mand.

of smooth fluctuations, while digital signals are composed

of discrete values represented by numbers. The transfor- o

mation between analog and digital signals is achieved by A- Digital Image

A/D conversions and D/A conversions. A/D conversion  Digital images are captured directly by a digital camera
transforms an analog input (such as voltage) into a seriesor indirectly by scanning a photograph with a scanner. They
of numeric representation by digitization. Digitization is are usually compressed before being stored or transmitted
composed of sampling and quantizing. Sampling takes and are displayed on the screen or printed.

snapshots of the analog waveform at certain points in 1) Image Display: Digital images are composed of a col-
time, and the sampling rate determines how often the lection of pixels that are arranged as a two-dimensional
analog signal is digitized. According to the Nyquist the- matrix. This two-dimensional (or spatial) representation is
orem, the sampling rate must be at least twice the highestcalled the image resolution. As shown in Fig. 4, each pixel
frequency component of the analog waveform to repro- consists of three components: the rgd)), the green(G),
duce the signal optimally [12]. Quantization determines and the blug B). On a screen, each component of a pixel
the digital measured value of the analog waveform at corresponds to a phosphor. A phosphor glows when excited
the sampling time. The larger the range of numbers usedby an electron gun. Various combinations of differ&tr B

for the guantization, the more gradations of the digitally intensities produce different colors. The number of bits to
sampled waveform can be represented. Fig. 2 illustratesrepresent a pixel is called the color depth, which decides
sampling and quantization. In Fig. 2(a), the analog wave- the actual number of colors available to represent a pixel.
form is sampled at periodic points in time. The sampled Color depth in turn is determined by the size of the video
values are then represented by the closest quantizatiorbuffer in the display circuitry. For example, a screen with
levels. The difference between the value of the closesta 640-by-480 resolution and with 24-b color (i.e., eight
quantization level and the real analog value is known as bits each for theR, G, and B components) displays 640
the quantization error, or quantization noise. In Fig. 2(b), pixels horizontally and 480 vertically, and each pixel can
a 2-b binary number is used to represent the quantiza-be represented by selecting from more th&h ¢~ 16.7
tion level, resulting in four possible levels. In Fig. 2(c), million) different colors.

three bits are used, allowing eight quantization levels. As 2) Digital Image Data: The resolution and color depth
expected, quantization error increases as the number ofdetermine the presentation quality and the size of image
bits used to represent a sample decreases. D/A converstorage. The more pixels and the more colors, the better
sion is the reverse process of A/D conversion. It turns the quality and the larger the volume. For example, a 640-
a sequence of discrete numbers back into the continuousby-480 image with 24-b color requires 640480 x 24 b
analog signal. Fig. 3 shows the role of A/D and D/A = 7.4 Mb of storage. To reduce the storage requirement,
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Fig. 2. (a) Sampling. (b) Quantization with four levels. (c) Quantization with eight levels.

three different approaches can be used: indexed color, colorin the luminance (or brightness) than in the chrominance

subsampling, and spatial reduction. (or color difference). To take advantage of such deficien-
a) Indexed color: This approach reduces the storage cies in the human eye, light can be separated into the

size by using a limited number of bits with a color look-up luminance and chrominance components instead of the

table (or color palette) to represent a pixel. For example, RGB components. For example, tRéUV color space

a 256-color palette would limit each pixel value to an 8- separates luminance from chrominance via the following

b number. The value associated with the pixel, instead linear transformation from thé&GB system

of direct color information, represents the index of the

color table. This approach allows each of the 256 entries Y 0.30 059 0.11 R
in the color table to reference a color of higher depth, a Ul = 062 -0.52 —-0.10| x |@
12-b, 16-b, or 24-b value depending on the system, but | -0.15 —-0.29 0.44 B

limits the maximum number of different colors that can

be displayed simultaneously to 256. Dithering, a technique where Y is the luminance component ari/, V) are the
taking advantage of the fact that the human brain perceiveschrominance components.

the median color when two different colors are adjacent The color subsampling approach shrinks the file size
to one another, can be applied to create additional colorspy downsampling the chrominance component (i.e., using
by blending colors from the palette. Thus, with palette |ess bits to represent the chrominance component) while
optimization and color dithering, the range of the overall |eaving the luminance component unchanged. There are two

color available is still Considerable, and the Storage size is different approaches to Compressing color information.
reduced.

b) Color subsampling:Humans perceive color as the 1) Use less, say, half the number of bits used ¥ar
brightness, the hue, and the saturation rather thaR@s to represent/ and V' each. For example, 24-b color
components. Human vision is more sensitive to variation uses eight bits each for thie, G, and B components.

LI AND LIAO: DISTRIBUTED MULTIMEDIA SYSTEMS 1067
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Fig. 3. A/D and D/A converters.
Pixel anything above 20 frames per second (fps) as smooth

monitor, an electron gun illuminates every pixel as it

motion.
”‘ 1) Video Display: To paint an entire video image on a

sweeps across the screen from left to right and from top
e to bottom. This is called raster scanning. A complete
line traveled by the electron gun from left to right is
called a scanline. If the electron beams travel the scanlines
sequentially from top to bottom, as shown in Fig. 5(a), it is
called a progressive scan. If the electron beams travel the
odd scanlines in one pass and the even scanlines in the next,
When applying color subsampling, eight bits are used it is called an interlaced scan, as shown in Fig. 5(b). For the
for Y and four bits each are used forandV'. interlaced scan, each pass is called a field, and two complete
2) Alternately drop either chrominance component (i.e., fields comprise a full display screen. When the electron
YUYVYUYVYU ...). For example, process the beam travels to the bottom scanline, it retraces back to the
component oft/ while discarding the component of  top- The time of moving the electron gun from the bottom
V, then process the componentiéfwhile discarding  t0 the top is called the vertical blanking interval, while the

Fig. 4. A pixel composition.

U and alternately discarding th& and V' compo- time from the right of one scanline to the left of the next
nents. Each 24-b sample can thus be reduced to 16 biS the horizontal blanking interval. The vertical blanking
eight bits forY” and eight bits for eithet/ or V. intervals are often used to embed other signals, such as

synchronization information, in broadcast television (TV)
c¢) Spatial reduction: This approach, also known as systems.
data compression, reduces the size by throwing away the Two major technologies are adopted for video display:
spatial redundancy within the images. Data compression TV and computer monitors.

will be described in detail in Section IV-B. a) TV monitor: The input signals to TV are composite
(to be described below). The TV monitor is an interlaced
B. Digital Video monitor. The refresh rate is 60 fields per second (or 30

Vided? is composed of a series of still image frames and PS)” It uses the persistence of human vision as well as
produces the illusion of movement by quickly displaying the persistence of the phosphors to reduce the refresh rate.

frames one after another. The human vision system accepts "US; & TV monitor costs less but flickers often due to
the lower refresh rate. Video images on a TV monitor

2 - . e L " - '

Te!eV|5|on_ and video are usually distinguished. Tglewsmn is often gra overscanned, with the image area extendlng beyond
associated with the concept of broadcast or cable delivery of programs,
whereas video allows more user interactivity, such as recording, editing,
and viewing at a user-selected time. In this paper, we consider video with  5The actual refresh rate depends on the type of TV system. For example,

the broader meaning of motion pictures, including television. the rate for the NTSC TV system is 29.97 fps.
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Table 1 Comparison of the Three Analog TV Signal Standards

Format | Scanlines | Interlaced frame rate (fps) Adopted in
NTSC 525 29.97 US, Japan, and some Asian countries
PAL 625 25 Western Europe except France
SECAM 625 25 France, Eastern Europe, Russia
— > — - 1) NTSC:provides an i_nterlace_d frame rate (or_display
— et D N rate) of 29.97 fps with 525 lines, where 41 lines are
—————— R RS SR reserved for the vertical blanking interval to yield
__::i:::_ > == e % ~::::_: 484 lines of visual resolution. The luminance signal
Y > E Qe is called theY signal. The chrominance signal is
""" e BT g Rt amplitude modulated onto the color subcarrier at two
T > _— P different phases: thé (in-phase) value at®0and the
..... T Ik { wmm T @ (quadrature) value at 90
o || e " 2) PAL:offers an interlaced frame rate of 25 fps with 625

scanlines. It provides more bandwidth for chromi-
nance modulation, yielding better color resolution.
The composite PAL signal operates on thd/V/
color space, wher&” is the luminance component
and {/, V) are the chrominance components.

the physical viewing area of the monitor. The aspect ratio  3) SECAM: uses the same resolution and interlaced

(@) (b)

Fig. 5. (a) Progressive scan. (b) Interlaced scan.

of TV, which is the ratio of the horizontal to the vertical frame rate as PAL but uses FM to encode the chromi-
dimensions, is 4:3. nance signal. It also has better color resolution than
b) Computer monitor: The input signals to a computer NTSC.

monitor are RGB components. The computer monitor is
a noninterlaced monitor. The refresh rate is 60 fps. The

video images are underscanned on the computer monitor,C d to NTSC. PAL and SECAM h bett |
with the image area smaller than the physical viewing area, . ompared to ' an ave beter resolu-
tion but lower refresh rates and hence more flicker. Table 1

and therefore there is a black border around the image. The ; .
. L i shows the comparison between these three video formats.
aspect ratio of a computer monitor is also 4:3

. ) i b) Digital signal: Digital video inherits the advantages
2) Analog Versus Digital Video Signals=or both analog of digital signals as described earlier. The biggest chal-

and digital videos, there are two different types of video |onge5 nosed by digital video are the massive volume of
signals for storage and transmission. data involved and the need to meet the real-time constraints
on retrieval, delivery, and display. The solution entails the

following.

The three video signals use the same bandwidth but a
different number of scanlines and different refresh rates.

1) A composite signal combines the luminanceand
chrominanceC' into a single stream to be stored and

transmitted. Examples of analog composites include 1) compromise in the presentation qualitinstead of

broadcast TV signals and VHS; examples of digital video with full frame (i.e., images filling the complete
composites include the D-2 and D-3 formats. screen), full fidelity (i.e., millions of colors at screen
2) A component signal separates the video into lumi- resolution), and full motion (i.ex 30 fps), one may
nanceY and chrominanceé&’ streams. There are two reduce the image size, use less bits to represent colors,
variations of component signals: th§'C' component or reduce thg fra.me rate. (Fpr a frame rate less than
and theRGB component. Th&”/C component uses 16 fps,_the |IIu3|0n_ of motion is replaced by the
two separate channels to transpbrandC' informa- perception of a series of frames.)
tion, whereas theRGB component uses three chan- 2) Video compressionTo reduce the massive volume
nels to carryR, &, and B colors. Component video of digital video data, compression techniques with
signals have better quality than composite video. high compression ratios are required. In addition to
Examples of analog components include HIi8/¢ thr(_)wmg.away the spatial and color S|m|Iar|t|es of in-
component) and Beta SPRGB component), and dl\{ldual images, the tempora_l r_edundanues between
those of digital components include the D-1, D-4, adjacent video frames are eliminated.

and D-5 formats. o )
C. Digital Audio

a) Analog signal: The video waveform actually rep- 1) Audio Perception:Sound waves generate air pressure
resents three signals at once: luminance, chrominanceoscillations that stimulate the human auditory system. The
and synchronization information. Three different types of human ear is an example of a transducer. It transforms
analog video are used for TV broadcast [13], [14]. sound waves to signals recognizable by brain neurons. As

LI AND LIAO: DISTRIBUTED MULTIMEDIA SYSTEMS 1069
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Fig. 6. The block diagram of digital audio processing.

with other audio transducers, two important considerations Nyquist rate. The quantization interval, or the difference
are frequency response and dynamic range. in value between two adjacent quantization levels, is a
function of the number of bits per sample and determines

1) Frequency responseefers to the range of frequen-  the dynamic range. One bit yields 6 dB of dynamic range.

cies that a medium can reproduce accurately. The For example, 16-b audio contributes 96 dB of the dynamic
frequency range of human hearing is between 20 Hz ange found in CD-grade audio, nearly the dynamic range
and 20 kHz, and humans are especially sensitive t0 of hyman hearing. The quantized samples can be encoded
low frequencies of 3-4 kHz. in various formats, such as pulse code modulation (PCM),

2) Dynamic rangedescribes the spectrum of the softest to be stored or transmitted. Quantization noise occurs when

to the loudest sound-amplitude levels that a medium the bit number is too small. Ditherirfgwhich adds white

can reproduce. Human hearing can accommodate anoise to the input analog signals, may be used to reduce

dynamic range over a factor of millions, and sound quantization noise [12]. In addition, a low-pass filter can

amplitudes are perceived in logarithmic ratio rather be employed prior to the D/A stage to smooth the stair-step

than linearly. To compare two signals with amplitudes effect resulting from the combination of a low sampling

A and B, the unit of decibel (dB) is used, defined as rate and quantization. Fig. 6 summarizes the basic steps to

20 log (A/B) dB. Humans perceive sounds over the process digital audio signals.

entire range of 120 dB, the upper limit of which will The quality of digital audio is characterized by the

be painful to humans. sampling rate, the quantization interval, and the number
of channels (e.g., one channel for mono systems, two for

Sound waves are characterized in terms of frequency stereo systems, and 5.1 for Dolby surround-sound systems).
(Hz), amplitude (dB), and phase (degree), whereas frequen-The higher the sampling rate, the more bits per sample, and
cies and amplitudes are perceived as pitch and loudnessthe more channels, the higher the quality of the digital audio
respectively. Pure tone is a sine wave. Sound waves areand the higher the storage and bandwidth requirements.
additive, and sounds in general are represented by a sum ofor example, a 44.1-kHz sampling rate, 16-b quantization,
sine waves. Phase refers to the relative delay between twoand stereo audio reception produce CD-quality audio but
waveforms, and distortion can result from phase shifts. require a bandwidth of 4410& 16 x 2 = 1.4 Mb/s.

2) Digital Audio Data: Digital audio systems are de- Telephone-quality audio, with a sampling rate of 8 kHz,
signed to make use of the range of human hearing. Theg-b quantization, and mono audio reception, needs only
frequency response of a digital audio system is determineda data throughput of 800& 8 x 1 = 64 Kb/s. Again,
by the sampling rate, which in turn is determined by the digital audio compression or a compromise in quality can
Nyquist theorem. For example, the sampling rate of CD- be applied to reduce the file size.
quality audio is 44.1 kHz (which can accommodate the
highest frequency of human hearing, namely, 20 kHz), |, psrriguTED MULTIMEDIA APPLICATIONS
while telephone-quality sound adopts an 8-kHz sampling

rate (which can accommodate the most sensitive frequency M_lélt'med'a mftegratl(in i_nd rfeal-tlmlte_ ne;\_/vorklnlg ctr_e ate
of human hearing, up to 4 kHz). Digital audio aliasing a wige range or opportunities for muttimedia applications.

is introduced when one attempts to record frequenciesACCOrdIng to the different requirements imposed upon the

that exceed _half the _Sa.mplmg rate. A solupon IS to use 6Note that dithering here is different from the concept of dithering
a low-pass filter to eliminate frequencies higher than the described in Section II-A.
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Fig. 7. A VOD system.

information, communication, and computing subsystems, [15]. Fig. 7 shows an example of a VOD system. Customers
distributed multimedia applications may be broadly classi- are allowed to select programs from remote massive video
fied into three types: ITV, telecooperation, and hypermedia. archives, view at the time they wish without leaving the
ITV requires a very high transmission rate and stringent comfort of their homes, and interact with the programs
QoS guarantees. It is therefore difficult to provide such via VCR-like functions, such as fast-forward and rewind
broad-band services over a low-speed network, such as[16]-[22]. A VOD system that satisfies all of these require-
the current Internet, due to its low bandwidth and best- ments (any video, any time, any VCR-like user interaction)
effort-only services. ITV typically demands point-to-point, is called a true VOD system and is said to provide true
switched connections as well as good customer servicesVOD services; otherwise, it is called a near VOD system.
and excellent management for information sharing, billing, = To be commercially viable, VOD service must be priced
and security. Bandwidth requirement is asymmetric in that competitively with existing video rental services (the local
the bandwidth of the downstream channel that carries videovideo rental store). One way to allow true VOD services is
programs from the server to the user is much higher thanto have a dedicated video stream for each customer. This
that of the upstream channel from the user to the server.is not only expensive but is wasteful of system resources
In addition, the equipment on the customer’'s premises, because if multiple users are viewing the same video, the
such as a TV with a box on top, is much less pow- system has to deliver multiple identical copies at the same
erful than the equipment used in telecooperation, suchtime. To reduce this cost, batching may be used. This
as video conferencing. Telecooperation requires multicast, allows multiple users accessing the same video to be served
multipoint, and multiservice network support for group by the same video stream. Batching increases the system
distribution. In contrast to the strict requirement on the capability in terms of the number of customers the system
video quality of ITV, telecooperation, such as videophone can support. However, it does complicate the provision of
and desktop conferencing, allows lower picture quality user interactions. In staggered VOD, for example, multiple
and therefore has a lower bandwidth requirement. It is jdentical copies (streams) of the same video program are
possible to provide such services with the development broadcast at staggered times (e.g., every five minutes).
of real-time transport protocols over the Internet. As with A user will be served by one of the streams, and user
hypermedia applications, telecooperation requires powerful interactions are simulated by jumping to a different stream.
multimedia database systems rather than just continuousNot all user interactions can be simulated in this fashion,
media servers, with the support of visual query and content- however, and even for those that can be simulated, the
based indexing and retrieval. Hypermedia applications are effect is not exactly what the user requires. For example,
retrieval services and require point- or multipoint-to-point one cannot issue fast-forward because there is no stream
and switched services. They also require friendly user in the fast-forward mode. Also, one may pause for 5,
interfaces and powerful authoring and presentation tools. 10, 15, etc. minutes but not for seven minutes because
there is no stream that is offset in time by seven minutes
A. Interactive TV from the original stream. An innovative protocol called
An important ITV service is VOD. VOD provides elec- the Split-and-Merge (SAM) [23] has been proposed to
tronic video-rental services over the broad-band network provide true VOD services while fully exploiting the benefit
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ooo

oon Access network ically dispersed locations and the regional, national, or

ggg international information archives. The trend is toward a
SONET backbone with ATM switching because of their low

error rate, high data-transfer rate, bandwidth on demand,
and seamless services.
AN: Access Node The access nodes are located at the local switches and
glue the backbone network to the access networks. De-
pending on the system implementation, an access node may
be the head end in CATV networks, the central office in
telephone networks, or the base station in mobile systems
[2]. The access node may be equipped with satellite dishes
to receive analog broadcast TV programs, have a local
media server to store digital programs, and serve as an
interface to the backbone network to access information
from remote video servers. The major functions performed
by access nodes include modulating (for passband sys-
tems) or multiplexing (for baseband systems) incoming
) N signals to the desired outgoing formats, and switching
a) Video server:A video server, as shown in Fig. 10,  5nq routing the streams for downstream transmissions. The
consists of massive storage and media controllers. It stores, .cess networks deliver video programs from the access
a large number of digitized videos and servesaconsider:’;\blenode for the last few miles to the customers. This part
number of simultaneous video requests to the same or 10nf the network infrastructure demands the most investment
different videos on demand. The networked video jukeboX fqm the service providers for the commercial deployment
[24] and the video library system [25] are two examples Of ¢ services. Currently, one of the most active debates
video-server prototypes. _ ~in residential broad-band deployment is the choice of
The storage media usually consist of magnetic disks, gccess network architectures. Due to their different existing
optical disks, and magnetic tape and are usually organizednetwork infrastructures and operation policies, as well
hierarchically for cost effectiveness. Under this configura- g5 other historical reasons, the telephone and cable TV
tion, popular videos are stored in the disks. Less popular industries propose different technologies. This is the so-
ones are stored in tape devices with terabyte capacity andcajled last-mile debate. Five alternatives of the access
retrieved as necessary to the disk drive for processing. Thenetworks are presented below. The first three are wired
video server may be located at the local or regional switch gpproaches and the last two are wireless.
of the network provider or at remote information archives. i) HFC: The HFC network (see Fig. 11) is proposed
The basic functions supported by video servers include by the cable TV industry. It attempts to minimize initial
request handling, random access, and user interactions, innvestment by taking advantage of the existing CATV cable
addition to admission control and QoS guarantees. plants. HFC combines high-bandwidth, low-loss fiber optics
b) Transport network:The transport network delivers — with low-cost coaxial cables to provide more channels
video programs from the video server to the customers. with better picture quality to the customers [26]. Fiber
The network must have a very high data rate and satisfy trunks are used from the head end to fiber nodes, where
the real-time delivery constraints of video traffic. It consists optoelectronic conversion is performed. Coaxial drops are
of two major components: the backbone network with used to connect to the homes in the neighborhood, similar to
high-speed switches and the local access network. Thethe traditional tree-and-branch structure except with shorter
backbone network links remote video servers at geograph-coaxial runs, fewer amplifiers, and lower impairment to

Fig. 8. VOD system architecture.

of batching, thereby reducing the per-user video delivery
cost.

1) VOD Infrastructure: To implement the complete set of
interactive services, a VOD system contains many com-
ponents, including the video server, transport network,
subscriber terminal unit (STU), and service gateway. Fig. 8
shows the typical architecture of a VOD system and Fig. 9
indicates the relationships among the components.
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picture quality. Each fiber node serves 500-2000 homes
in the neighborhood clusters. The Time-Warner VOD field
trial in Orlando, FL, uses an HFC architecture [27].

Fig. 12 shows a typical spectrum allocatiai HFC [28],
[29]. The downstream (server-to-customer) frequencies of
50-550 MHz are allocated for analog TV broadcast and

550-750 MHz for digital interactive services and telephone &

services. The upstream (customer-to-server) frequencies of —

5-45 MHz are allocated for return messages and upstream <o Access
. . Local n . node

telephone and data services. Since the upstream channels servcr@

are shared by subscribers, multiple-access protocols, such as /

slotted ALOHA, TDMA, or polling, are required to resolve
service contentions.
ii) ADSL: ADSL takes advantage of the high mar-

ket penetration of telephone installation and its switched,
duplex services. This technology places ADSL modems at
the end of the copper loop to create a high-speed access
link on existing telephone lines. It dramatically increases
the data rate over standard twisted-pair copper cables [30],Fig. 11. HFC network architecture.
[31]. The Hong Kong Telecom Interactive TV services
employ an ADSL architecture [32]. Fig. 13 shows a typical
architecture of ADSL networks.

“Asymmetric” refers to the fact that the downstream

A variation called a very high bit rate digital subscriber
. : . line (VDSL) is planned to operate downstream at the OC1
bandwidth is much higher than the upstream one. There (51.84 Mb/s) data rate. The inherently low bandwidth of

are different versions of ADSL. With ADSL-1, the data . . . .
. twisted-pair cables, however, is the major obstacle for long-
rate is up to 1.5 Mb/s downstream, enough to accommodate

: ; . e term deployment.
MPEG-1 (or VHS picture quality) video transmissions, and L .
16 Kb/s upstream for interactive control; with ADSL-2 i) Fiber to the 'curb (FTTC?' FTTC “'?"‘es advg ntage
and ADSL-3, the downstream rates can be up to 3 and of the extremely high bandwidth of fiber optics and

6 MbJs, respectively, and the upstream can be 64 Kb/s, SWitched digital services. This technology uses a fiber-
optical connection from the telephone central office to the

"Note that the actual spectrum allocation is the choice of the service optical network _units (ONU?' eg., ‘.at _the curbside .OI’ at
provider. the shared equipment within a building. Then, twisted-
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pair or coaxial cables are used for the final connection
to the customer premises [33], as illustrated in Fig. 14.
An ONU typically supports 8-24 homes and is located
somewhere between several tens of and a few hundred )
meters from the customer premises. A variation called w;,f:itfd
fiber to the home (FTTH) provides point-to-point fiber
connection from the central office directly to homes. The
high cost and immature all-optical technologies, however, —
have delayed the deployment of FTTH. - Access
iv) Wireless cable: The term wireless cable is a mis- 10! | node
nomer. It refers to the broadcast of cable-TV-type pro- /
gramming directly to receivers on the outside of customer
premises via microwave transmissions. Some telephone
companies, e.g., Pacific Telesis, see this as a quick way to
deliver video services to their customers. A large humber of
channels will be available, and some of the channels may
be used to offer near VOD or true VOD services. Two
technologies are available: MMDS and LMDS. MMDS
operates around 2.5 GHz with a total bandwidth of 200
MHz (equivalent to 33 analog 6-MHz channels) and has
been used by schools and archdiocese for about 20 years.
With digitization, however, the bandwidth may be used to and the system. With on-screen images and cursor-like
transport up to 150 digital channels. LMDS is similar but devices, viewers are connected to the video servers and
operates around 28 GHz with a much wider bandwidth of can browse the video selections and interact with the
1.3 GHz. Therefore, much more channels will be available. services via VCR-like functions [16]. The major functions
v) DBS: In a DBS system, e.g., DirecTV, digital of STU include receiving the incoming video streams;
video and audio are sent from ground stations to geostation-demodulating, demultiplexing, and decoding the signals;
ary satellites 23000 miles above the earth’s surface. Eachperforming the necessary signal conversion, such as D/A
satellite has many transponders. Each transponder receivegansformation for playback on the TV monitor; and sending
a video program on one frequency and retransmits it on outgoing control messages.
another. Each user has a small antenna dish (18 inches in STU must accommodate the heterogeneity of technolo-
diameter for DirecTV) that is pointed in the direction of one  gies and formats from various access networks and service
of the satellites and receives video signals directly from it. yroviders and provide interactive controls to services [16],
As in wireless cable, a large number of channels will be [34]. The ability of an STU to adapt to the diversity of
available, and some of the channels may be used to offeryccess networks, service providers, applications, and user
near VOD or true VOD services. interfaces distinguishes it from the set-top box currently

_Note that these access networks may be used to Offerused in franchised CATV, which is dedicated to one cable
high-speed Internet access to the customers. Due to thecompany

strong demand for Internet services, some service providers d) Service gateway:This component may be integrated
have postponed the deployment of VOD services in or- with an access node or may be a separate element in

der to focus on Interqet SETVICES. It is expected thaF 85 the network. The main functions performed by the service
more customers acquire high-speed Internet connections, . .
gateway include [35]:

the high-speed network infrastructure required for VOD ) i ) )

services will be developed automatically. « directory services to provide menu browsing and pro-
c) STU: An STU (or set-top box), along with the gram scheduling;

television monitor and the infrared controller (i.e., remote ¢ mapping from service identity (ID) to corresponding

control), serves as the bridge between the subscribers location and program provider;

Fig. 13. ADSL network architecture.
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: 3) Enterprise VOD: This discussion has focused on
\1 ‘ large-scale VOD systems supporting tens and hundreds of
thousands of users geographically distributed over a wide
area and providing services such as movies on demand
to the homes. The implementation of such VOD services,
however, requires significant investment in the transport
infrastructure. Although numerous field trials have taken

place around the world [27], it is not expected that such

large-scale VOD systems will be widely deployed in the

near future. At the same time, smaller-scale VOD systems
ONU (also known as enterprise VOD) serving tens and hundreds

N

Access

Localo —| node
server /

splitter

Passive of users in a small area have become very popular. These
splitter C systems use technologies similar to those of large-scale,
twisted-pair/coax residential VOD systems but will typically be deployed

on LAN’s rather than MAN’s and WAN’s. Examples
include movies-on-demand systems in hotels, cruise ships,
and hospitals. In addition, some companies have deployed

+ controlling, coordinating, and signaling for multimedia enterprise VOD systems for internal education and training.
session establishment, maintenance, and disconnec-

tion;
» system management, including operation management,
fault management, configuration, resource manage-

Fig. 14. FTTC network architecture.

B. Telecooperation

Telecooperation, also known as computer-supported co-
ment, and performance management; operativg work (CSCW) or groupwafagefers to a system
) ) ) L that provides an electronic shared workspace to geograph-
« subscriber profile maintenance and billing; ically dispersed users with communication, collaboration,
+ secure communication to prevent theft of service or and coordination supports [40]-[45]. Group communication
unauthorized access, including authentication, encryp- provides an electronic channel for the users to exchange
tion, and signal scrambling. messages either synchronously or asynchronously. It allows
2) Server PlacementsVideo server placement [15], individuals to cooperate regardless of time and location
[36]-[39] is an important design issue in VOD systems. The constraints. Sharing information among groups is the key
alternatives include centralized video servers, hierarchicalto effective collaboration. Group coordination manages the
video servers, and fully replicated distributed video servers. participants so as to enhance communication and collabora-
A centralized video server system is relatively simple tion. The development of a framework to support task and
to manage. All requests will be sent to and served at workflow automation is the key.
one site. Hierarchical server placement exploits the user With respect to time and space taxonomy, CSCW may
access pattern and the nonuniform popularity of videos. be classified into four different interactions [40]. cen-
Popular movies are placed near the customers at localtralized synchronous, distributed synchronous, centralized
switches, while unpopular ones are stored at a remoteasynchronous, and distributed asynchronous, as shown in
central archive. With a good prediction of video access Fig. 15. Synchronodsand asynchronous refer to the time
and a good load-balancing mechanism, most requestsdimension, while centralized and distributed refer to the
are satisfied with the local servers, and a small portion space dimension. Synchronous exchanges demand real-
of the requests goes to the remote central archive. Thetime communication, and distributed interactions require
distributed server system distributes the video copies to broadcast or multicast support for group distribution. The
many switches located closer to the users, thus alleviatingcentralized synchronous mode requires face-to-face interac-
the congestion in the network and the bottleneck due tions. Applications in the meeting room are examples. The
to the central server, but at the expense of higher cost.distributed synchronous mode provides real-time interac-
Managing distributed servers, however, is more complex. tion in groups dispersed at different locations. Examples
One has to decide which video and how many copies include network chat, shared whiteboard (e.g., MBone’s
to maintain at each distributed server. In addition, due wb [46]), real-time joint editing, multimedia conferencing,
to varying rates of requests, the video offerings at each and videophone. This type of application poses the greatest
distributed server need to be changed periodically. Which challenge in the design of group collaboration systems. The
alternative is preferable highly depends on the tradeoff centralized asynchronous mode refers to those activities
between storage and communication costs, the application

needs, the underlying infrastructure, and other factorstLi ~_ °Strictly speaking, groupware often denotes the technology used to
support a group of people working together, while CSCW generally refers

al. [15] proposed a performance model that may be used to to that technology as well as the psychological, social, and other issues.
evaluate the requirements of network bandwidth and serverHere we focus on the technical issue.

storage, and hence the tradeoff between communication °Synchronous interactions between collaborators require real-time or

and storage costs, for various placement alternatives immediate communication while asynchronous interactions require only
' ' deferred communication.
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Location transmits low-quality images at low frame rates
through existing phone lines. An example of
videophone is Intel Video Phone [52].

b) Desktop conferencingthe hardware require-
S ments include desktop PC’s or workstations
ynchronous Asynchronous . K L .

Different Distributed Distributed equipped with audiovisual facilities. Cornell
University’s CU-SeeMe [53] is a famous desktop
conferencing system.

c) Electronic meeting room (or GDSS)uses
Same Synchro?ous Asynchrfmous several networked workstations, large computer-
Centralized Centralized controlled public displays, and audio and
video equipment to simulate a face-to-face
Time meeting electronically [40], [54]. The PlexCenter
Same Different Planning and Decision Support Laboratory at the
Fig. 15. Classification of interactions by time and space. University of Arizona [55] is one example.

There are two approaches to implementing CSCW sys-
held at the same place but at different times. Newsgroupstems: collaboration transparency and collaboration aware-
and electronic bulletin boards are such examples. Theness [47], [56]. Collaboration transparency performs mul-
distributed asynchronous mode allows the exchange oftiuser cooperation on existing single-user applications via
messages within the group asynchronously. Electronic mail an application-sharing system. No collaborative facilities
and voice mail are examples. are embedded in the application and thus single-user appli-

CSCW differs from traditional multiuser applications, cation programs remain unmodified for group use. One key
such as database access and/or time-sharing systems, in th@ature of collaboration-transparent applications is that all
the latter give the user an illusion that he is the only one the users have to use the same application-sharing system,
using the system by hiding the activities of other users, and usually only one participant is able to access or control
while in CSCW, users are made aware of the sharing andthe shared windows [42)].
allowed to collaborate [47]. It is therefore important to  Collaboration awareness performs multiuser access via
model and conceptualize how people work. Following are the development of a new special-purpose application ex-
three important telecooperative applications. plicitly to handle collaboration. This approach embeds
collaborative facilities within the applications and usually
‘ . allows multiple simultaneous users access to the shared
that allows all workers to exchange multimedia mes- windows. Collaboration-awareness applications, however,

sages asynchronously. In fact, e-mail is the most yoo4 1o design new multiuser applications from scratch
widely used service over the Internet. MIME [48] [47]

is the current standard for Internet e-mail. Unlike

1) Multimedia e-mail:an electronic messaging system

1) Telecooperation InfrastructureA telecooperation in-

Xlgc?:dir SMPT S,Sﬁr':/?grd’ W.rf].iCh undersftands d‘?”'y frastructure provides a robust framework to facilitate group
characters, specifies a set of encoding o and to share information. It typically consists of a

rt;les atndtheaderhexten3|ons th"’,‘; describe r(';_aw typgsnetwork model, a system model, and a communication
of contents (such as image, video, or audio) an protocol model [57].

the _strucfcurg of the_ multimedia message to embed a) Network model: The network model defines the
mulimedia information. functional elements and their relationships in the tele-
2) Collaborative authorship applicationshe activity of  cooperation system. It includes a multipoint, multicast,
collaboratively editing and composing a (multimedia) and multiservice network and a collection of group
document by a group of people. This domain of ap- collaboration agents. The group multipoint, multicast, and
plications can be either synchronous or asynchronous. multiservice network connects and distributes multimedia
Each member works on a part, and the completed materials to remote participants. A collaboration agent is the
product is the combination of all individual parts. hardware and software that provides the necessary facilities
Examples include Quilt [49], Collaborative Editing and functionalities for cooperation and management of

System [50], and Mercury [51]. group work. Fig. 16 shows the typical architecture of the
3) Multimedia conferencingsupports participants with ~ network model.
distributed, multiparty synchronous collaboration to b) System modelThe system model consists of five

simulate face-to-face interactions or real-time tele- major modules, as depicted in Fig. 17: cooperation control,
phone conversations. The services may range from application sharing, conferencing, interface, and database.
point-to-point videophone to multipoint conferencing. ~ The cooperation-control module administers a dynamic
set of participants during cooperation sessions [45]. The

a) Videophonethe hardware requirements include a major functions include access control, group dynamic
telephone equipped with a video camera, which control, and floor control. Access control validates mem-
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group-task coordination for shared applications, including a
groupware server, an application server, and a client agent
[58]. The basic idea is to use one more level to separate
the common, domain-independent functions from specific,
domain-dependent tasks. The groupware server provides
the coordination functions and necessary interactions across
multiple applications, such as cooperation control and basic
communication functions. The application server is built
on top of the groupware server and handles the needs
of the control and execution of a particular application.
For example, the requirements of holding a conference
o . . . o and group joint drawing are different and call for two
bership in a group activity, registers a session, initiates terent application servers. The client agent provides user
or closes a session, and modifies the membership from; iarfaces and other tools to perform group work. An
one session to another. Group dynamic control allows gqyantage of the centralized approach is the inherent data
participants dynamically to add in or drop out of a session. ¢onsistency. It is therefore easy to manage and implement.
Floor control allows only one participant to own the floor pjsadvantages include vulnerability to central node failures
at a time (i.e., only one user can interact with programs gnd central node congestion.

at a t|me) during the session. Interaction coordination is In the rep”cated approach, every local machine keeps and
achieved via floor-control mechanisms to ensure that floor runs a copy of the shared app"cationS, and the input and
control is passed to another user before the user interactgrocessing events of the floor holder are distributed to all

{

3 -
E
k!

a &

Fig. 16. The architecture of the network model.

with the session. Following are two variations of floor
control policies.

1) Centralized controlithe session chair is responsible
for assigning the floor to a session contributor, who
returns the right to the chair once he is done.

2) Distributed control: the current floor holder passes
control to another waiting session contributor, who in
turn passes the floor to the next waiting contributor
after releasing it.

The application-sharing module handles the shared activi-
ties of the participants. It provides outputs to all participants

other sites. This approach is more tolerant against machine
failures and more scalable for large and heterogeneous user
environments. It also facilitates the support of different
views at the local displays. The major challenges with the
replicated approach are the maintenance of data consistency
and cooperation control among the participants.

The conferencing module supports asynchronous mes-
saging and real-time audiovisual communication for
distributed, multiparty collaboration. For video and audio
transmissions, full-duplex communication channels and
real-time transport services are required between the
participants.

The interface module is concerned with the display of

with appropriate views while coordinating and controlling the shared data. There are two types of visualization for
the inputs to satisfy the cooperation. There are two possible multiuser interface design: “What You See Is What | See”
implementations of the application-sharing module [45], (WYSIWIS) and relaxed WYSIWIS. WYSIWIS ensures
[47]: centralized or replicated. In the centralized approach that the effect of each user’s action is completely shared and
(i.e., client-server architecture), shared applications are runlooks the same on the screens of all participants. Relaxed
in a dedicated server. This central server processes all useWWYSIWIS relaxes WYSIWIS in four dimensions: display
requests and distributes the results to all local machines forspace, display time, subgroup population, and congruence
display. A three-tiered architecture can be used to facilitate of view [59]. Thus, it supports private and shared windows
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for the participants to share only part of the information and
allows the shared information to be presented to different
users in different ways.

The database module stores shared data and knowledge.

Concurrency control is required to resolve the conflicts

in the shared data and shared operations between partic

ipants. In contrast to database concurrency control (e.g.,
locking shared data for exclusive access), group concur-
rency control needs to consider real-time and cooperation
issues. Dependency detection [59] and reversible executio

[60] are two approaches to concurrency control in group y

collaboration. Another important requirement, especially
in collaborative authorship applications, is the support of
multiple versions when changes are made to documents.
¢) Communication protocol modelThis model pro-
vides the protocols to exchange information within groups.
Two kinds of protocols are required: user presentation and

Lille

d
T

4

N

Fig. 18. A hypermedia structure.

group work management. User-presentation protocols are

concerned with client interactions, such as opening, closing,
or dynamically joining and leaving a telecooperation
session; presentation; and floor control. The group-work-

creasing tendency to include HTML versions with hypertext
links for easy references.
A hypermedia system may be treated as an application

management protocols perform the communication betweenof database systems because it provides flexible access to
clients and servers, such as registration of active sessionsnultimedia information and a novel method to structure

and inquiry on the current status of cooperative work.

C. Hypermedia Applications

Hypertext incorporates the notions of navigation, an-
notation, and tailored presentation to provide a flexible
structure and access to computer-based digital informa-
tion. It generalizes the concepts of the “footnote” and
“cross reference” of traditional information (or document)
organization and allows users to obtain information just by
clicking on an anchor (a word, sentence, or paragraph linked
to another document) within a document [61]-[63]. Hy-
pertext implies using plain text as the information source.
Hypermedia enhances hypertext with multimedia informa-
tion [64]. Fig. 18 shows a typical structure of hypermedia
documents, in which information units are stored in a
network of nodes interconnected by links. Hypermedia
allows nonsequential navigation within the information

space according to individual needs. The author (or system

designer) of hypermedi& determines the actual structure

and navigation options, and the readers decide the order

of navigation according to their individual interests at run
time.
Some applications are particularly suited for hypermedia,

such as encyclopedias, dictionaries, and other reference
books [65]. They are composed of a number of independent
units that are seldom accessed sequentially but rather by

selection and cross reference with other entries. On the
Internet, even for technical papers and reports that are
considered more suitable for linear reading, there is an in-

10The terms hypertext and hypermedia are usually distinguished. The
former refers to a system with text-only information, while the latter
refers to multimedia data. In this article, however, we use the term
hypertext to refer to the architecture of the hypermedia system, and the
term hypermedia to refer to the system itself.
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and manage data. It is different, however, from the con-
ventional notion of database systems. A hypermedia system
allows the user more freedom in assimilating and exploring
information, while the conventional database system has
well-defined structures and manipulation languages for data
processing [66].
The basic features of a hypermedia system are summa-
rized as follows [62], [67].
 Information may be divided into several smaller units
(or nodes). Each node may contain single media data
such as text, source code, graphics, video, audio, or an-
imation, or combinations of two or more media types.
The contents in different nodes may have different
authors.

The units of information are interconnected by links.

Links can be bidirectional to facilitate backward tra-

versals. Node contents are displayed by activating
links.

The system consists of a network of nodes and links,
which may be distributed across multiple sites and
remote servers in a computer network.

Two navigation dimensions are provided. Linear read-
ing is used to move up and down among the document
pages at a node, and nonsequential browsing allows
users to jump back and forth in the information space
and to navigate the hypermedia network at will.

With authoring tools, users can build their own in-
formation structure for various purposes via creation,
manipulation, and linkage of shared information units.

It is necessary to maintain a database system to man-
age the shared multimedia data. In addition to the
traditional database functions, such as data-integrity
guarantee, query processing, concurrency control, fail-
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ure recovery, and security mechanism, the support of
rich modeling, document hierarchy, and hypertext link Run-time layer
should be included.

The major usability problem of hypermedia navigation
is the disorientation of the readers while browsing [66].
Disorientation refers to the possibility that during browsing, Storage layer
users may be confused as to where they are or may miss
the destination they are looking for. It has been shown that
56% of readers get confused about where they are when
surfing in hyperspace [68]. Therefore, interface design to Within-component layer
avoid user disorientation while reducing the cognitive load
is an important design issue. Here, cognitive load refers to Fia. 19. The | hitect f the Dext del
the fact that users must memorize the browsing paths they 19 29, The ayer architecture of fhe bexter modet
travel in order to get back to the last entry points. Solutions
include backtracking facilities (return path), interaction
history (e.g., using a bookmark [69]), guided tours, and
the fish-eye and structural view of the traversing path (e.g.,
an overview diagram or a historical log of the reading path
with the identification of the current location) [66], [70].

Due to proprietary storage mechanisms and document
formats, most current hypermedia systems are not amenable
to interoperability, and it is difficult to integrate the ma-
terials created in different systems. To make hypermedia _ _ ) )
systems completely open and interchangeable, various hy- 3) Run-time layerprovides a tool-independent environ-
permedia models and document architectures have been  Mment for users to retrieve, view, edit, and manipulate

containers of data and may contain different media
types such as text, graphics, images, and video. The
storage layer also describes the functions to process
the components. Two are the accessor and resolver
functions, which jointly provide for the retrieval of
components. Other functions support the creation,
deletion, and modification of components (see [74]
for details).

developed. the stored objects in the systems.

1) Hypermedia Model:A number of hypermedia models 4) Anchoring: glues together the storage layer with the
have been developed, including HAM [71], HDM [72], and within-component layer. An anchor is defined as an
DHRM [73], [74]. In this paper, we will briefly describe ID referred to by link components in the storage layer
DHRM. and with values pointing to the anchored location of

DHRM is an important model designed to make the the material in the within-component layer.
functionalities of hypermedia systems more generic and in-  5) presentation specificatiorconnects the storage layer
tegrated into the desktop environment. The Dexter reference with the run-time layer. It describes how to start
model! attempts to capture and generalize the important and configure the presentation of components or
features and abstractions from existing and future hyper- hypermedia network to the users at run time and
media systems. It formalizes the common terminologies embeds such information into the components.

and semantics for the systems, provides a generic structure
to compare and contrast different hypermedia systems, 2) Document ArchitectureThe standardized document
and serves as a standard to facilitate interoperation andarchitectures include SGML/HyTime [75], ODA, and
interchanging among various hypermedia systems. MHEG [76].
In the Dexter model, a hypermedia system is a collection a) SGML/HyTime: SGML/HyTime allows various
of components corresponding to the traditional notions of kinds of information (such as multimedia, hypermedia,
nodes and links. The Dexter model separates a hypertextime-based, or space-based documents) to be packaged in
system into three layers and two interfaces (Fig. 19). the same document via standard “markups,” which consist
primarily of start tags and end tags to separate each logical
1) Within-component layerspecifies the structure and portion of a document [75]. SGML is a metalanguage that
contents within the components of the hypertext net- gescribes the logical structure of a textual document by
work according to the individual applications. The sjng the tags to mark the boundaries. The architecture of an
Dexter model does not explicitly specify this layer sGML document is expressed as the DTD, which formally
in the model but leaves it to the applications. The gpecifies the element types, hierarchical relationships
standard document architectures such as ODA andpetween the elements, and attributes associated with the
SGML can be used for this purpose. elements. For example, the DTD of an article (which may
2) Storage layer:defines and models the components consist of a set of sections, subsections, etc.) may differ
and operations. Each component is associated with afrom that of a book (which may consist of a set of chapters,
unique identifier (UID). The components are generic subchapters, etc.). HTML is an application of SGML.
HyTime adds multimedia and hypermedia support to the
11The Dexter reference model was named after the workshop held at document, such as video, temporal-spatial synchronization,
the Dexter Inn in New Hampshire in 1988. and hyperlink.
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b) ODA: ODA mainly supports the exchange, process- infrastructure. In practice, the Web is a vast collection
ing, and presentation of office-oriented structured docu- of digitized information documents stored in computers
ments. Like SGML, ODA specifies the logical structure connected to the worldwide Internet. It is accessible through
of a document. In addition, it specifies the layout structure Web browsers such as Netscape and Mosaic and runs
of the document. The layout structure describes the spatialon a request-and-response paradigm known as HTTP to
relationships among multimedia objects for presentation. allow on-line service to information located in remote
The current ODA standard does not support multimedia sites. HTML is the standard document representation format
because of the lack of support of the time domain in for Web pages. Fig. 20 shows an example of an HTML
both the layout and logical structures. The integration of document. The output file on the left is generated from the
continuous media into ODA requires an extension of the HTML file on the right.

ODA standard. The Web documents created by HTML are static in

c) MHEG: MHEG!? standardizes the structure of the nature. The author of a Web page determines its contents.
interrelationships among different pieces of a multimedia Once it is stored in the Web server, each browser request

presentation [76]. for the document obtains the same response. In dynamic
The scope of the MHEG standard is to define documents, in contrast, the contents are generated by appli-
the representation and encoding of multimedia and cation programs dynamically during run-time, depending
hypermedia information objects that will be inter- on the current input from the user. Two approaches may
changed as a whole within or across applications be used to create such dynamic documents. The first is
or services, by any means of interchange including exemplified by the Common Gateway Interface (CGl), a
storage devices, telecommunications, or broadcast widely used technology. As soon as a browser requests
networks. [77] a document, the Web server invokes a CGI program that

MHEG adopts an object-oriented approach. The structure creates a document according to the input information. The
is defined as MHEG classes. The semantics of these classeserver then forwards this document to the client browser.
specify the functionalities and requirements of an MHEG For example, one may want to record the number of visitors
run-time environment. An interactive multimedia presenta- accessing one’s home page, and such information can be
tion is then composed by creating MHEG objects, which reported by this method. This approach, however, renders
are the instances of MHEG classes. The basic elementsa document static once it is sent to the client browser. If a
of MHEG include content data, behavior, user interaction, continuous update of information is required, this approach
and composition. Content data are the set of single mediamay overload the server and decrease the throughput of
data objects in a multimedia presentation, such as text,the system. The other approach allows the dynamics of
images, and video clips. Behavior includes all activities documents even after they have been loaded into the
concerned with the display of objects in a presentation. It client browsers. Java, developed by Sun Microsystems, is
can be divided into presentation action (e.g., set volume, a popular example of this approach. Rather than return
set position, start, and stop) and composition control (e.g.,a generated document whenever a browser requests a
temporal, spatial, and conditional links between objects). document, the server sends a copy of a computer program
User interaction allows users to interact with a presen- that the browser must run locally. As a result, the display of
tation. MHEG provides two types of interactions: simple the document can change continuously and can also interact
selection and modification. Simple selection allows the with user inputs, alleviating the burden of the servers. For
user to interact with the playback using predefined sets of example, one may use this approach to display animation
alternatives (e.g., push the play, pause, or stop buttons orof one’'s home page.
adjust the volume from a menu), whereas modification is There is no central authority on the Web. Anyone
a more complex interaction that allows the user to enter can create a WWW document and reference other
or manipulate data during run time (e.g., type data into an documents. The Uniform Resource Locator (URL) is
input field). the specification scheme to locate a document unam-

Composition defines the skeleton of a presentation. Frombiguously on the Web. An example of a WWW URL
a logical view of a composite object, it packages and links a is  http://commsci.usc.edu/faculty/li.html, where “http”
set of objects of presentation into containers, where objectsindicates the access method and “commsci.usc.edu” is
can be single media objects or other composite objects.the machine name. Other methods to retrieve information
Composite objects can be interconnected via hyperlinks andfrom the Web include ftp, telnet, gopher, and nntp. A nice
synchronized with one another for presentation. For more property of WWW is that it shields the implementation
details on MHEG, see [76] and [78]. details of both the formats and the access protocols and

3) WWW: The WWW is evolving toward a universal presents a uniform interface to users.

information hyperspace with a distributed, collaborative
12The ISO/IEC JTC1/SC29 standard committee defines the three ex-
change formats for multimedia systems: JPEG, MPEG, and MHEG. The IV. OPERATION AND MANAGEMENT OF DMS
JPEG and MPEG standards describe data compression for still image A DMS integrates and manages the information, commu-
and motion picture, respectively. Both are concerned with the content . . . . . .
nication, and computing subsystems to realize multimedia

of information. MHEG standardizes the exchange format of multimedia WD i A . -
presentation. It is concerned with the structure of information. applications. In this section, we will examine the key
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Fig. 20. An example of an HTML file.

technologies in each subsystem, including the multimedia as a set of parameter-value pairs [81]. Examples of such
server and database system for the information subsys-parameter-value pairs are (packet loss probability;?)
tem, the operating system for the computing subsystem,and (packet delay]l0—% s). The parametric definition of
and networking for the communication subsystem. We QoS requirements provides flexible and customized services
also describe the resource management that ensures ende the diversity of performance requirements from different
to-end QoS guarantees, multimedia synchronization for applications in a unified system. These QoS parameters are
meaningful presentation, and data compression for reducingnegotiated between the users and the service providers. The
the storage and bandwidth requirements for multimedia service agreement with the negotiated QoS and the call
information. characteristics (such as mean data rate, peak data rate) is
called the service contract. With QoS translation between
A. Resource Management different system layers, QoS requirements can be mapped

Distributed multimedia applications require end-to-end into desired resources in system components and then can

QoS guarantees. Such guarantees have the following charP® managed by integrated resource managers to maintain
acteristics. QoS commitment according to the negotiated service con-

tracts. There are three levels of QoS commitment supported
1) System-wide resource management and admissionby the system:
control to ensure desired QoS levels. The multimedia
server, network, or host system alone cannot guaran-
tee end-to-end QoS [79].

2) Quantitative specification (such as packet loss prob-
abilities and delay jitter) rather than qualitative de-
scription as in the Internet TCP/IP. This allows the
flexibility to accommodate a wide range of applica-
tions with diverse QoS requirements [80]. The goal of system-wide resource management is the

3) Dynamic management, i.e., QoS dynamically ad- coordination among system components to achieve end-

justed rather than statically maintained throughout the t0-nd Q0S guarantees. The major functions include 1)
lifetime of the connection. negotiate, control, and manage the service contracts of

the users and 2) reserve, allocate, manage, adapt, and

QoS, in the context of DMS's, is thus defined as the release system resources according to the negotiated values.

guantitative description of whether the services provided by Therefore, once the service contract has been negotiated, it
the system satisfy the application needs, and is expressedvill be preserved throughout the lifetime of the connection.

1) deterministic, which guarantees that the performance
is the same as the negotiated service contract;

2) statistical, which guarantees the performance with
some probability;

3) best effort, which does not offer service guarantees.
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It is also possible, through proper notification and rene-
gotiation, to dynamically tune the QoS level [80], [82].
Admission control protects and maintains the performance
of existing users in the system. The principle of admission
control is that new requests can be accepted so long as
the performance guarantees of existing connections are not
violated [83]. Example prototypes of system-wide resource
management include the QoS-A model of the University
of Lancaster [80] and the QoS broker of the University of
Pennsylvania [79].

1) QoS Protocol Reference ModeThe QoS reference
model provides a generic framework to integrate, coor-
dinate, and manage system components to provide end-
to-end, guaranteed QoS for a wide range of applications.
Fig. 21 illustrates our proposed QoS protocol reference
model. It consists of a number of layers and planes.
The layer architecture consists of the application layer,
orchestration layer, and communication layer.

1) The application layer corresponds to the generic ap-
plication platform.

2) The orchestration layer is responsible for maintaining
playback continuity in single streams and coordina-
tion across multiple related multimedia streams.

3) The communication layer provides real-time sched-
uling via the OS at the host system and real-time
delivery via the network.

The communication layer is further divided into two differ-
ent parts: network and multimedia host system.
The layered architecture hides the complexity of mul-

Application Application

. Presentation
Orchestration

Session

Transport

Network

Generation | Transport | Presentation

Data Link

Physical

Fig. 22. Multimedia layered architecture versus OSI reference
model [84].

2) The control plane is for the signaling of multimedia
call establishment, maintenance, and disconnection.
Such signaling can be transmitted out of band (i.e.,
in a different channel from the data) to decouple the
different service requirements between the data and
the control messages.

The QoS maintenance plane guarantees contracted
QoS levels to multimedia applications on an end-
to-end basis. The main functions performed on this
plane include QoS management, connection manage-
ment, and admission control. The QoS managers span
all system layers, and each is responsible for QoS
negotiation, QoS translation between the adjacent
layers, and interaction with the corresponding layer
(e.g., to gather status messages about QoS from
that layer). The connection manager is responsible
for the connection establishment, maintenance, and
disconnection. The connection manager also has to
adapt dynamically to QoS degradation (connection
management will be discussed in detail below). Ad-
mission control is responsible for performing the
admissibility test. Such tests include the schedu-
lability test, bandwidth allocation test, and buffer
allocation test. The connection manager is required
to interact closely with the QoS manager and with
admission control to achieve guaranteed performance.

The management plane, including layer management
and plane management, is responsible for OAM&P
services. Layer management and plane management
provide intraplane and interplane management for
seamless communication.

3)

4)

2) Multimedia Call Processing:Due to the real-time re-

timedia communications and the diversity of multimedia

requirements from the upper layers. The lower layers pro-
vide services to the upper layers, and the upper layers
specify service requirements. Fig. 22 depicts the relation-

ship between the layered architecture and the ISO OSI X ) -
protocol reference stack [84]. multiple related sessions, and thus orchestration is needed to

There are also four planes in the reference model: usersatisfy synchronization constraints. For example, a confer-

plane, control plane, QoS maintenance plane, and manage-encmg connection demands synchronized video and audio
ment plane. sessions. A call may be initiated by the sender (i.e., a

sender-initiated call), as in teleconferencing, or by the re-
1) The user plane is for the transport of multimedia data ceiver (i.e., a receiver-initiated call), as in VOD services. In
from the source to the destination. either case, peer-to-peer and layer-to-layer negotiations will

quirement, a multimedia application is generally connec-
tion oriented. Three phases, namely, establishment, main-
tenance, and disconnection, are necessary to make a multi-
media connection (or call). Each call may be composed of
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take place [82]. Peer-to-peer negotiation is held between the
caller and callee. For example, to retrieve a video from a
remote server, a user needs to negotiate with the server to
get the best possible service. If there are enough resources,
such as disk transfer bandwidth and network bandwidth,

the new request can be granted; otherwise, the user may be

offered a lower quality of service. If the caller and callee

are in groups, group-to-group negotiation may be necessary.

Layer-to-layer negotiation is held between adjacent layers.
For example, in video conferencing, the application layer
needs to negotiate with the network layer to get multicast
services for group distribution. We now describe the three
phases in detail.

a) Establishment:

e Service contract specificatiordescribes the re-
quired QoS constraints for the connection. It
should include sufficient information to allow the
system to make decisions on the granting or de-
nial of the connection. It involves two steps: QoS
negotiation and QoS translation between adjacent
layers. QoS negotiation is described above. Once
the negotiation is complete, QoS parameter trans-
lation maps the QoS between two adjacent layers.
For example, application QoS and system QoS
translation maps the application QoS parameters
into the system QoS parameters. QoS parameter
translation is essential to coordinate services in
different layers. For example, packet loss param-
eters mean little to the user but translate into
presentation glitches that the user cares about.
Parameter mapping from distributed application
platforms to the ATM network in the QoS-A
project of Lancaster [80] is an example.

« Admissibility test:determines if the connection
request is granted or denied. Based on the ser-
vice contract negotiated, the admission test is
performed. If the request is denied, a degraded
QoS level of service may be offered or the user
may be advised to attempt to get service later.

* Resource reservation and allocatiofiResource
reservation is fundamental to end-to-end QoS
guarantees. According to the negotiated QoS
level, deterministic guarantee necessitates re-
serving and allocating resources for the worst
case, such as the peak rate bandwidth, while

statistical guarantee is based on the average case

and will provide satisfactory QoS with a certain
probability. Best-effort service does not guarantee
performance. It is based on the resource-sharing
principle and thus no resources are reserved or
allocated in advance.

Resource reservation may be sender initiated
(e.g., ST-ll [85]) or receiver initiated (e.qg.,
RSVP? [86]). The communication may be

13The RSVP protocol has been adopted by the IETF working group
to standardize and enhance the QoS support of the current Internet
architecture. This approach will be discussed in detail in Section IV-C.
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point to point (e.g., RCAP [87]) or point to
multipoint (e.g., ST-Il and RSVP). With the
sender-initiated approach, the sender transmits
the reservation request toward the receiver(s)

along with the path (for unicast) or the multicast
tree that is rooted at the sender and extended to
all receivers (for multicast). With the receiver-
initiated approach, the receivers are responsible
for making reservations.

« Notification of acceptanceOnce the connection
has been set up, the resource manager will inform
the user of the acceptance.

b) Maintenance:

¢ QoS maintenanceA system-wide resource man-
ager is required to manage the various system
components and to perform admission control to
guarantee the QoS of the existing connections.
The packet loss model described in [83] accounts
for packet losses at both the server and the
network and can be used as the basis for system-
wide admission control. QoS maintenance for
each component may include congestion control
and flow control in the network as well as real-
time scheduling at the host systems and media
servers.

¢ QoS monitoringQoS monitoring performs traffic
policing to prevent the user from violating the
negotiated traffic characteristics. For example,
traffic-shaping mechanisms such as the leaky
bucket [88] and théL, M, T) [89] schemes may
be applied. If the user violates the service con-
tract, penalties may be imposed, such as lowering
the service priority or charging more.

¢ QoS adaptation:Since the traffic is dynamic,
sometimes the system may be overloaded. If the
negotiated QoS cannot be guaranteed or the user
would like to change the negotiated parameter
values during the connection, renegotiation be-
tween the user and the system will be required.

c) Disconnection:When a call terminates, the re-
sources assigned to it are released and reallocated by
the system.

B. Data Compression

The objective of compression technology is to reduce
the amount of data necessary to reproduce the original
data while maintaining required levels of coded signal
quality, processing delay, and implementation complexity
[90]. Data compression plays a critical role in the manipu-
lation of multimedia data because continuous media data
are typically large in volume and require real-time and
continuous delivery and presentation. Without compression,
existing computer platforms, storage devices, and networks
are unable to satisfy the requirements of the massive
storage space, high data-transfer rate, and huge transmission
bandwidth typical of multimedia data. For example, the
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transmission bandwidth requirement for digital video with extended hardware and dedicated hardware doomed

a resolution of 640 by 480, 24-b colors, and 30 fps is to rapid obsolescence. Examples include JPEG,
640 x 480 x 24 = 7.4 Mb/f, and 7.4 Mb/fx 30 fps MPEG1, MPEGZ* and DVI!® Software codecs

= 221 Mb/s. The bandwidth currently available is much are suitable for less CPU-intensive processes and
smaller. For example, CD-ROM drives have 1.2-4.8 Mb/s, are limited to those processes capable of decoding
T1 lines 1.5 Mb/s, T3 lines around 45 Mb/s, coaxial cables an image within a frame period. Compatibility of
around 40 Mb/s, and OC-3 optical fibers 155 Mb/s. Without the underlying hardware ensures wider consumer
data compression, current technologies are inadequate for accessibility, lower costs, and upward compatibility.
supporting today’s video, and certainly inadequate for the Examples includes Indeo of Intel, Cinepack of
HDTV-quality video in the future. Radius, TrueMotion-S of Duck Corporation, Motion

Compression schemes exploit and eliminate any redun- Pixels, and Video Beam.

dancies within each frame (i.e., spatial redundancy, includ-
ing space and color similarities) and between sequential
frames (i.e., temporal redundancy), resulting in the reduc-
tion of data being stored and transmitted. The former is
called intraframe compression and the latténterframe
compression. Note that squeezing the color similarities ex-
ploits the artifacts of human vision, which is more sensitive .

. - . . . a) Lossless compression:
to luminance (i.e., brightness) than to chrominance (i.e.,

. . . i) Run-length coding:In run-length coding, a string
color changes). Compression techniques can be categorized . .
: . : of repeated symbols is replaced with the symbol and
based on the following considerations.

the number of instances it is repeated. For example,

1) Lossless or lossyif the decompressed data is iden- “abaaaabbbbbbb” is expressed as “albladb7.”
tical to the original, it is referred to as lossless ii) Variable-length coding: Variable-length  coding
compression; otherwise, lossy compression. Lossy encodes data based on th.e frequency of occurrence, vy|th
compression schemes usually have higher compres—the most frequently occurring Qata patterqs repl'aced Wlth
sion ratios but may introduce some compression s.horter. symbols. Huffman coc!mg and arlthmetlc coding
artifacts such as aliasing, a distortion or stair-step (N Which data are encoded into numerical values) are

effect in the image. The baseline of lossy compression €xamples. -
is decided by the human eye. b) Lossy compression:

2 E di di i) Predictive encoding:Predictive encoding exploits
) ””OPV encoding or source enco ingntropy com- the redundancy from sample to sample and derives the
pression does not differentiate the types of data but

o X upcoming sample from the previous sample, where the
analyzes the statistical properties of data to reduce thesample may be a pixel, line, audio sample, or video frame.

size. Source compression deals with the contents of ;i oncodes; stores, and transmits the differences between
the source material and makes use of their semantiCe prediction and the input sample value. The decoder
and special charac.terls.tlcs to achieve data reductlon.produces the prediction from the previous sample and
Entropy compression is usually lossless (such as ygproduces the sample from both the prediction and the
run-length coding and Huffman coding) and source jtference value. Since the size of the difference between
compression is usually lossy (such as discrete cosinegamples is usually smaller than that of the original sam-
transform plus quantization). ple, the file size may be reduced. Its success, however,
3) Symmetrical or asymmetricalf the time required to highly depends on the prediction function and the ability
compress and to decompress is roughly the same, it isto anticipate the changing signal [12]. This technique is
referred to as symmetrical compression. In asymmet- most suitable for digital audio or video encoding, in which
rical compression, the time taken for compression is adjacent samples or frames are generally similar to each
usually much longer than decompression. Symmetric other. ADPCM is an example of predictive encoding.
schemes are usually adopted in applications that must ii) Transform coding: Transform coding converts
digitize and compress data in real time, such as video data from one domain to another that is more convenient
conferencing. Asymmetrical schemes, on the other for compression. Of course, the inverse transform function
hand, are often used when the data are compressednust exist to allow conversion back to the original domain
once and decompressed many times, as in most[91]. For example, DCT encoding transforms samples from
interactive TV applications. the time domain to the frequency domain. The input of the
DCT engine is a two-dimensional block, typically with 8
x 8 pixels. DCT transforms an 8 8 block of pixel color
values into an 8x 8 matrix of spatial frequencies. The

1) Basic Compression TechniqueSome  compression
methods are based on a particular technique and some
(especially those for multimedia applications) are hybrids
of several techniques. Some basic techniques are examined
first, and specific techniques applied to multimedia
applications will then be described.

4) Software or hardware:The compression may be
performed by software or hardware. Hardware codecs
(COder and DECoder) are faster and are suitable for
CPU-intensive processing. Existing hardware codecs 141pere are software JPEG and MPEG coders also.

often offer bet.ter quality and performance.' However, 15|, contrast to JPEG and MPEG, DVI is proprietary and requires the
they are available only on platforms with costly support of special hardware to perform compression and decompression.
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Fig. 23. The steps of lossy JPEG compression.

lower frequencies (i.e., general information) are positioned and lossy (with compression ratios of 10-20), such as DCT,
near the upper-left corner, and the higher frequenciesvector quantization, fractal, and wavelet coding.

(i.e., sharp edges) are near the lower-right corner. The The standard compression scheme for still images is
coefficients of the output DCT matrix are divided by the JPEG [92], [93], which is a hybrid of several basic com-
corresponding entries of an 8 8 quantization table({- pression methods. JPEG, developed by the ISO and CCITT,

table). Each entry of th@-table describes the quality factor s designed for arbitrary still images (i.e., continuous-tone
of the Corresponding DCT Output coefficient. The lower images) and Supports four modes of encoding_

the quality factor, the higher the magnitude of value. For
example, for DCT compression, the lower frequencies are 1) Losslessthe image is encoded in such a way that it
more important than the higher ones. Therefor&-table is guaranteed to be restorable.

with smaller numbers near the upper-left corner and larger 2) Sequentialthe image is encoded in the order in which
ones near the lower-right corner is used. The division of the it is scanned.

DCT output matrix by the}-table causes the lower-right-
corner portion of the resultant matrix to become mostly
zeros. As a result, the greater portion of the high-frequency

3) Progressivethe image is encoded in multiple passes,
so that the entire content can be visualized in a

information is discarded. The modification of tidgtable rough-to-clear process (i.e., refined during succeeding

is one way to change the degree of compression. The passes).

DCT decoder performs the reverse process and converts 4) Hierarchical: the image is encoded at multiple reso-

the 64 coefficients back to pixel values. Since quantization lutions.

is a lossy process, it may not reproduce the originals

exactly. JPEG uses predictive encoding to achieve lossless com-
2) Multimedia Compression Techniques: pression and uses DCT encoding and quantization to per-

a) Stillimage: A still image compression scheme form the other three operations. Since quantization is a
throws away the spatial and/or color redundancies. It canlossy algorithm, sequential, progressive, and hierarchical
be further divided into lossless (with compression ratios of encoding are lossy compressions. The basic steps of lossy
2-5), such as run-length coding and variable-length coding, compression (shown in Fig. 23) are summarized as follows.
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Fig. 24. The steps of lossless JPEG compression.

» TransformRBG to YUV color space and downsam- Current frame

ples chrominance to exploit color redundancy.

« Apply DCT transform on pixel blocks to exploit spatial
redundancy (images are divided into a series of blocks
of 8 x 8 pixels before entering the DCT engine). Motion vectors Pixel difference

» Quantize the 64 frequency components in each block
with higher quantization values on the high frequen-
cies.

* Order the 2-D output of quantization in a zigzag
sequence, creating a bit stream with zero value co-
efficients close to the end, since the low-frequency
components (most likely nonzero) are placed in front
of the high-frequency components (most likely zero). _ ,

Fig. 25. Motion compensation.

« Apply run-length encoding to the zeros of the zigzag
sequence.

» Further apply variable-length encoding on the run-
length coded stream.

supported by H.261: CIF and QCIF (at a quarter of the
resolution of CIF). CIF uses 35% 288 for luminance, i.e.,
) o ) 352 pixels per line and 288 lines, and 1¥6144 for the

In lossless compression (shown in Fig. 24), images are v chrominance components, whereas QCIF usesx76
compressed first by applying simple predictive coding 144 for luminance and 8& 72 for the two chrominance
schemes, and then variable-length coding is used to achievgomponents. (Note that according to the H.261 standard,

data reduction. S _ _ all codecs must be able to work with QCIF, and CIF is
b) Digital video: Digital video compression may either  optional.)

apply intraframe compression to each individual frame of 1 261 adopts DCT for intraframe compression to elimi-
the video (e.g., Motion-JPEG) or combine both intraframe nate spatial redundancy, and differential DPCM with mo-
and interframe compression (e.g., H.261, MPEG video tjon estimation for interframe compression to reduce tem-
standard). The former scheme yields a lower compressionporal redundancy. The basic idea is as follows. In the
ratio than the latter because it does not exploit temporal jntraframe mode, every & 8 block in a picture is DCT
redundancy. Differential encoding (e.g., DPCM) is one transformed, while in the interframe mode, motion compen-
approach to squeeze out temporal redundancy. It encodesation with DCT is applied. A comparison of the current
and sends the differences in the adjacent frames. Motionframe with the previous one is made. If the difference is
compensation is another technique for interframe com- higher than a certain threshold, the difference is sent to be
pression. It compares the current frame with the previous DCT transformed; otherwise, no data is sent.
one and encodes the motion vectors (i.e., the change in H.263 is the revised version of H.261. It is a provisional
coordinate values due to the motion) and pixel differences |ITU-T standard for a wide range of bit-rate video codfhg
after motion (see Fig. 25). and is used for video conferencing over the PSTN. The
i) H.261 (p x 64) and H.263: H.261 [94] by CCITT coding algorithm of H.263 is similar to H.261 but with
(the predecessor of the ITU-T) was developed for video some improvements and changes. For example, negotiable
phones and video conferencing over ISDN telephone lines. options are supported to enhance performance, and some
It provides audiovisual services at integral multiples of 64 parts of the hierarchical structure of the data stream are
Kb/s (i.e.,p x 64,p = 1,2,--., 30) where 64 Kb/s is the  optional to allow lower bit rates and better error recovery.
baseline rate of ISDN systems. Five resolutions are supported by H.263. In addition to
For interoperability, source video formats must be con- CIF and QCIF, there are SQCIF, 4CIF, and 16CIF. The
verted to a CIF. CIF defines the hierarchical data structure
for compressed streams. It also specifies a maximum pic-
ture rate of 29.97 fps and the formats of the luminance 161t was originally designed for very low bit rate, but now this restriction
and chrominance components. Two variations of CIF are has been removed.
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IPBBPBBIBB. ... Therefore, the patterns of video frame
sequence in storage and during transmission are different
from that for presentation. The basic compression steps are:

1) preprocess and color subsample;

2) for I-frame, skip this step; for P-frame and B-frame,
do interframe motion compensation;

| B 3) transform 8x 8 pixel blocks to an 8< 8 frequency

{ coefficient matrix, and send & 8 blocks (either
intrablocks or motion-compensated blocks) to the
DCT engine and quantizer;

4) apply zigzag ordering on the 8 8 quantized coef-

ficients;
5) apply run-length encoder to the zeros of the zigzag
E I: Intraframe frame sequence,
) 6) apply variable-length encoder on the run-length coded
U P: Predicated frame stream.
@ B: Bidirectional frame There are different versions of MPEG, denoted by MPEG-

X. MPEG-1 (i.e., the first version) was targeted at CD-ROM
and applications at a bit rate of about 1.5 Mb/s. The video is
strictly progressive (i.e., noninterlaced) and picture quality
resolution of SQCIF is about half that of QCIF, 4CIF four s equivalent to VHS. MPEG-2 addresses high-quality
times that of CIF, and 16CIF 16 times that of CIF. coding for all digital transmissions of broadcast-TV-quality
i) MPEG video: Unlike H.261, which is optimized  video at data rates of 2-15 Mb/s. The major applications
for teleconferencing where motion is naturally limited, include digital storage media, digital television (includ-
the ISO MPEG video standard is devised for a wide ing HDTV)'®, broadcasting over cable, satellite, and other
range of video and motion picturég95], [96]. It defines  proadcast channels, and other communications applications
the structure of coded video bit streams transmitted to [97]. MPEG-2 is backward compatible to MPEG-1. The
the decoder and the decoder architecture but leaves theyrimary enhancement is centered around the addition of
encodet® architecture undefined, so that some encodersinterlaced video. Thus, there are two coding structures
may produce higher quality compression, some will be real- (field and frame) in MPEG-2. Other improvements include
time, and some will require manual intervention. MPEG enhancements on coding efficiency. MPEG-4 is now in the
compression is lossy and asymmetric, with the encoding application-identification stage. It targets applications with
more expensive than the decoding. very low bit rates of 4.8—-64 Kb/s, such as videophone over
MPEG uses both intraframe and interframe techniques for the PSTN and visual transmission over mobile facilities.
data compression. There are three types of encoded frames:  ¢) Digital audio: Compression of  entertainment-
| (intraframe), P (predicted), and B (bidirectional), as shown quality audio signals has been widely studied, froraw
in Fig. 26. An I-frame contains all of the necessary informa- companding and ADPCM to the more recent MPEG
tion to reproduce a complete frame and thus is independentaudio standard and Dolby AC-3 with high fidelity and
of any other frames in the video sequence. It basically surround-sound effect. PCM produces the highest audio
applies the intraframe compression of the basic JPEG DCTqua"ty with no compression loss. Compared to PCM,
algorithm. A P-frame is predicted from the differences -law is of low complexity but often produces poor quality
from the previous I- or P-frame in the sequence. A B- compressed audio; ADPCM is of medium complexity and
frame is bidirectional interpolated by the preceding and the produces average quality; and MPEG audio and Dolby
subsequent I- or P-frames. The interframe dependency of P-AC-3 produce the highest qua”ty compressed audio with
and B-frames implies that a current P-frame can be decodedno perceivable loss compared to PCM.
only if the preceding I- or P-frame has been presented i) p-law companding: p-law is widely used to en-
to be decoded. Similarly, without both the preceding and code speech over telephone lines in the United States and
subsequent I- or P-frames in the decoder, it is impossible to Japan. A similar approach called A-law is used in Europe.
generate a B-frame. For example, if the presentation orderThe basic idea is to use quantization steps of different
of a video sequence is IBBPBBPBBI . then the actual  sizes that increase logarithmically with the signal levels
input sequence of MPEG frames to a decoder should beto compress the signal, and to use the inverse function
to expand the signal. As a result, the quantization levels

HThe goal of MPEG is to define a standard for coded representation are spaced far apart when the signal is louder and closer
of moving pictures, associated audio, and the system.

18The basic requirement of MPEG encoders is to produce MPEG-  19Originally, HDTV applications were addressed by MPEG-3, but
compatible video. eventually they were folded into MPEG-2.

Fig. 26. Different types of MPEG frames.
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Fig. 27. The block diagram of MPEG/audio encoder/decoder. (a) MPEG/audio encoder. (b)
MPEG/audio decoder.

together when the signal is quieter [12]. The logarithmic have shown that the ear integrates audio signals that are

characteristic ofu-law is very close in frequency and treats them as a group. Only
when the signals are sufficiently different in frequency will

_log (14 pa) ¢ the ear perceive the loudness of each signal individually.

T log(1+p) or0<z<l In perceptual coding, the audio spectrum is divided into a

set of a narrow frequency bands, called critical bands, to

whereY is the magnitude of the output,is the magnitude  'eflect the frequency selectivity of human hearing. Then it
of the input, andu is a positive parameter used to define 1S Possible to filter coding noise sharply to force it to stay
the desired compression levgl is often set to 255 for close to the frequency of the frequency components of the
standard telephone lines). audio signal being coded, thereby masking out the noise.
i) ADPCM: ADPCM takes advantage of the fact BY reducing the coding noise when no audio is present and
that consecutive audio samples are generally similar andallowing strong audio to mask the noise at other times, the
employs adaptive quantization with fixed prediction. In- Sound fidelity of the original signals can be perceptually
stead of quantizing each audio sample independently, asPreserved.
in PCM, an ADPCM encoder calculates the difference  Fig. 27 shows the block diagram of MPEG/audio encod-
between each audio sample and its predicted value andng and decoding [98]. The audio input is transformed from
outputs the quantized difference (i.e., the PCM value of the the time domain to the frequency domain. It then passes
differential). The performance is improved by employing through a filter bank, which divides the resultant spectrum
adaptive prediction and quantization so that the predictor into multiple subbands. Simultaneously, the input stream
and difference quantizers adapt to the characteristics of thegoes through a psychoacoustic model, which exploits au-
audio signal by changing the step size. The decoder recon-ditory masking and determines the signal-to-noise ratio of
structs the audio sample by using the identical quantization €ach subband. The bit/noise allocation block determines the
step size to obtain a linear difference plus possibly adding humber of code bits allocated to quantize each subband
1/2 for the correction of truncation errors, and then adding S0 that the audibility of quantization noise is minimized.
the quantized difference to its predicted value. The quantized samples are then formatted into a series of
The method of calculating the predicted value and the bit streams. The decoder performs the inverse operation of
way of adapting the audio signal samples vary among the encoder and reconstructs the bit stream to time-domain
different ADPCM coding systems. For example, the AD- audio signals. To provide different quality and different
PCM algorithm proposed by the IMA takes 16-b linear bit rates, the standard supports three distinct layers for
PCM samples and outputs 4-b ADPCM samples, yielding compression: layer | is the most basic and simplest coding
a compression factor of 4:1. algorithm, and layers Il and Il are enhancements of layer I.
iii) MPEG audio: MPEG audio compression em- MPEG-2 audio is being developed for low-bit-rate coding
ploys perceptual coding that takes advantage of the of multichannel audio. It has 5.1 channels corresponding
psychoacoustic phenomena and exploits human auditoryto five full range channels of audio, including three front
masking to squeeze out the acoustically irrelevant parts of channels (i.e., left, center, right) plus two surrounds, and
audio signals [98]. Audio masking is a perceptual weakness a low-frequency bass-effect channel called the subwoofer.
of human ears. Whenever a strong audio signal is present,Since the subwoofer has only limited frequency response
the spectral neighborhood of weaker audio signals becomeqabout 100 Hz), it is sometimes referred to as the “.1”
imperceptible. Measurements of human hearing sensitivity channel. In addition to two main channels (left and right)
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backward compatible to MPEG-1 audio, MPEG-2 audio bandwidth for the downstream (video server to user) and
uses new coding methods and syntax for the surroundthe upstream (user to video server) directions.
channels. The Internet has rapidly evolved into a significant net-
iv) Dolby AC-3: Dolby AC-3 is a multichannel per-  work infrastructure for communication. It runs the Internet
ceptual coding technology used in Dolby Digital film protocol (IP) with its best-effort delivery service and enjoys
soundtracks and the new Dolby Digital (Surround AC-3) a large user base. Another promising technique, ATM,
home-theater equipment, such as laser discs [99]. Contraryis rapidly appearing in the market due to the extensive
to MPEG2 audio, Dolby AC-3 is not backward compatible support of telephone companies. It allows bandwidth on
to MPEGL1 audio. Using sophisticated audio masking and demand and guaranteed QoS and is expected to be the
a shared bit-pool arrangement for audio-noise reduction, best candidate for high-quality media delivery. We will
AC-3 achieves very effective data reduction and offers examine the Internet effort on the support of multimedia
sound quality extremely close to the original. It enables transmission, the elegant properties of ATM that make it
high fidelity, 5.1-channel surround sound to be encoded in especially suited for distributed multimedia applications,
less space than that required by a single channel on a CD.and the issues of integrating ATM networks with the
Dolby AC-3 has been officially adopted by the Grand emerging integrated services Internet.
Alliance?® to provide digital surround sound in the forth- 1) IP: Internet refers to the global network to which a
coming U.S. HDTV audio system and is being used for large percentage of existing networks are now intercon-
DBS in two-channel form. In addition, Digital Cable TV  nected by routers or gateways, running the TCP/IP protocol
and DVD have adopted AC-3, and DVC and DAB may do suite. IP is the key to success for the Internet. It provides

so as well. datagram delivery (best effort, connectionless) service and
leaves the reliability issues (delay, out-of-order delivery,
C. Networking packet losses, misdelivery) to the end systems. It uses a

The communication network, encompassing the transmis-9lobal addressing scheme for a vast range of services. Each
sion media and the transport protocols, transports multime-datagram, in addition to data, carries routing information
dia traffic to satisfy QoS guarantees on an end-to-end basisin the header so as to be independently forwarded to the
According to application requirements, the transmission destination. . .
media may be wired (twisted pair, coaxial cable, fiber The primitive service model of the Internet provides only
optics) or wireless (radio channels, satellite channels) andPoint-to-point and best-effort services. Such services are
the transport protocols may provide connection-oriented particularly suited for traditional applications such as file
or connectionless services and best-effort, statistical, ortransfer and remote login. It performs well for real-time
deterministic performance guarantees. With respect to themedia traffic (e.g., video, audio) only under lightly loaded
taxonomy of the geographical coverage area, the networknetworks. The support of IP multicast, resource reservation,
can be a LAN, a MAN, or a WAN. A LAN (e.g., Ethernet, and higher level RTP’s are the major development efforts
token ring, token bus) may cover an area within a building, ©n the Internet geared toward multimedia applications. We
a campus, or an organization; a MAN (e.g., FDDI, DQDB) Will examine these three issues next.

may cover a metropolitan area, such as a small city; a WAN &) IP multicast: Multicast refers to the ability to send
(e.g., TCP/IP, ATM) is a nationwide or an international & single packet to multiple destinations. Applications that
network. require multicast include teleconferencing, e-mail multicast,

To support multimedia applications, the network must Usenet news, remote learning, and group communication.
satisfy the requirements for multimedia data transmission. Traditional protocols such as TCP or UDP provide only
Multimedia traffic has diverse characteristics and various unicast transmission. The provision of multicast with uni-
QoS requirements. Discrete media traffic (e.g., file transfer, cast services requires the delivery of replicated unicast
image retrieval) requires error-free services but is tolerant Packets to each recipient. To avoid sending multiple repli-
of delay. Continuous media traffic (e.g., video or audio cated unicast copies, thereby increasing network utilization,
playback), on the other hand, requires real-time, high-speedmulticast transport service is required. With IP multicast,
transmission and is connection oriented. It is sensitive to de-€ach data source sends a packet to a multicast address
lay and delay jitter, or the packet delay variations between and lets the network forward a copy of the packet to each
consecutive packets, but is tolerant of occasional packetof @ group of hosts. Fig. 28 shows the difference between
losses. In addition, the network has to support application- unicast and multicast transport services. The basic transport
speciﬁc requirements_ For examp|e’ video Conferencing service of IP multicast is unreliable multicast transmission
needs multicast service for group distribution, and ITV of datagrams, which is suitable for applications geared more

requires switched, point-to-point services and asymmetric toward performance than reliability. A reliable protocol for

20The Digital HDTV Grand All d on May 24 1993 IP multicast called MTP [100] has been developed to ensure
e Digital ran iance, announced on May 24, , L L

represents the merging of technologies from the three groups that hadatomw.'ty and I’(?llablhty. ) )

developed all-digital HDTV systems for consideration as the U.S. standard: ~ Multicast routing protocols provide a mechanism that

AT&T and Zenith Electronics Corporatlon, General Instrument Corpq- enables routers to propagate multicast datagrams in such a

ration and the Massachusetts Institute of Technology, and a consortium ¢ inimize th b f ies t itted

composed of Thomson Consumer Electronics, Phillips Consumer Elec- way as to m_'n'm'ze e number o exce_s_s copies transmitte

tronics, and the David Sarnoff Research Center. to any particular subnetwork. In addition, they must be
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®) The ID of this parent is a function of the source of the

multicast. The router with the shortest path to the source
Fig. 28. Unicast and multicast services for multipoint communi- is selected as the parent, and only the parent will forward
cation. (a) Unicast service. (b) Multicast service. .

a multicast packet.

IP multicast services on the Internet are being realized
flexible to allow participants to join and leave the system with the development of MBon&. MBone is a virtual
without affecting others. The key is to determine which network implemented on top of the physical Internet [46],
hosts on which subnetwork will participate in the group. [101], [102]. The network consists of subnetworks that
Two important multicast routing protocols are link state can directly support IP multicast, such as Ethernet or
multicast and distance vector multicast, which are exten- FDDI, connected by virtual point-to-point tunnels. Tunnel-
sions from the corresponding unicast routing algorithms. connected endpoints are multicast-enhanced routers (i.e.,

i) Link state multicast:In a link state protocol, such  mrouters) that encapsulate multicast IP packets within reg-
as OSPF, each router monitors the state (or metric) of ular IP datagrams for transmission through the existing
its adjacent links and sends this information to all other Internet. Since they look like normal unicast packets, no
routers whenever the state changes. The metric may be thespecial treatment by any regular routers and subnets is
reliability, delay, cost, etc. of the link. Thus, each router necessary. When an mrouter receives a packet through a
has a picture of the entire network. Suppose a router A tunnel, it strips off the header and multicasts the packet
wants to multicast to a group of users. First, it needs to as appropriate. MBone supports many applications for
identify the subset of routers these users are connected tomultiparty video conferencing. The most popular MBone
This is accomplished by adding the ID’s of the groups that tools include network video (nv), visual audio tool (vat),
have members on a particular link to the state of the link. and shared drawing whiteboard (wb).

Then it computes the shortest distance tree rooted at A b) IETF RSVP: RSVP attempts to provide guaranteed
and spanning this subset of routers based on the link stateQoS services for heterogeneous receivers across the Internet
metrics. The multicast is then performed on this shortest with multipoint-to-multipoint communications. It runs on
distance tree. top of IP, either IPv4 or IPv6. Fig. 29 summarizes the

i) Distance vector multicast:in a distance vector ~RSVP protocol architecture [103]. To reserve resources
protocol, each router maintains a routing table with at a router, the RSVP daemon communicates with the
entries {destination, cost, next node} indicating for each admission-control and policy-control modules. Admission
destination the least cost to reach it and the next node oncontrol determines if there are sufficient resources to sat-
the shortest path to it. For each destination it can reach,isfy the QoS of the new request while guaranteeing the
a node sends {destination, cost} to its directly connected Q0S requirements for existing connections. Policy control
neighbors, informing them of the cost of reaching the determines if the user has the administrative permission for
destination if this node is used as a relay. Each node resource reservation. If both check out, the RSVP daemon
will update its routing table if it finds that a neighbor Sets parameters in the packet classifier, which determines
can provide a shorter path to a destination. To support the QoS for each packet, and the packet scheduler, which
multicasting, each node will also send the ID of the groups orders packet transmissions; otherwise, the reservation will
that can be reached via this node to each of its directly be denied.
connected neighbors. This information can be included in RSVP is receiver initiated, and two types of messages
the routing table and each router then knows over which are used to reserve resources: PATH and RESV. Each
links it should forward multicast packets for each group. To data source sends a PATH message, which contains a flow
avoid sending duplicate multicast packets when multiple specification (e.g., bandwidth) to the destination multicast
routers are connected to a router or link, we deSignate 21MBone was first used to deliver live video and audio sessions of an
one router as the “parent” router of each router or link. IETF meeting on the Internet in 1992.
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address. When a router receives a PATH message, it records Ve

the relevant information (e.g., IP multicast address, flow
specification, source ID, etc.). As a result, not only are
the receivers informed of the flow specification of the
data traffic but the intermediate nodes also obtain the
PATH state information. Based on information obtained —5r
from PATH messages and from higher layer protocols,
each receiver can determine its QoS requirements and
initiate a RESV message to reserve specific resources
along the reserved route of the PATH message. Multiple Vs
receivers may send RESV messages toward the same
data source. These RESV messages are merged as they
travel up the multicast tree, and only the merged RESV
is forwarded toward the source. Thus, RSVP scales well
and accommodates heterogeneous receiver requirements.
Resources will then be reserved along the route from the Nodc 4
source toward the receiver. (@)
For reliability and robustness, RSVP periodically updates
the soft states at intermediate routers to allow for users | ID.  Route
joining and leaving a group, where the soft state refers to 've, L2 VPL VCI User Payload
“a state maintained at network switches which, when lost, |ve, k3
will be automatically reinstalled by RSVP soon thereafter” VP, Link2
[86].
Presently, three reservation styles have been defined: (b) (©
fixed filter, wildcard filter, and shared explicit [L04]. Fixed Fig. 30. The ATM virtual path concept. (a) Virtual paths, virtual
filter allows explicit sender selection and distinct reserva- channels, links, and nodes. (b) Routing table at node 2. (c) VP,
. . . S . VC identifiers in a cell.
tion and is suitable for applications such as video confer-
encing, in which each video stream has its own RSVP flow.
Explicit sender selection refers to the reservation made only play audio and video sequences despite occasional loss or
for senders explicitly listed in the RESV message, while misdelivery of packets.
wildcard sender selection includes any sender. Distinct 2) ATM: ATM technology was selected to support B-
reservation means that each sender has its own RSVP flow]SDN by international standards bodies such as the ITU-T,
while shared reservation uses the same RSVP flow for ETSI, and ANSI. Although originally designed for WAN’s,
multiple senders. Wildcard filter allows wildcard sender se- it is also suited for LAN’s and MAN'’s and therefore is
lection and shared reservation. It is suitable for applications the perfect vehicle for their seamless integration. ATM is
such as audio conferencing, in which participants typically basically virtual circuit switching enhanced by the virtual
take turns speaking. Shared explicit allows explicit sender path concept. It uses small, fixed-size cells (53 bytes, five
selection and shared reservation. It is similar to wildcard for header and 48 for payload) and simple communication
filter but with better security. protocols to reduce per-cell processing and to speed up
¢) RTP: RTP provides end-to-end data-transport ser- switching.
vices for the delivery of real-time data (e.g., video, audio) In virtual circuit switching, a virtual circuit routing table
over unicast or multicast networks [105]. The data transport is required at each intermediate node of the path to direct
is augmented by the RTCP to monitor QoS and provide each packet (known as a cell in ATM terminology) of
minimal control, management, and identification. RTP and a virtual circuit (or virtual channel) to the appropriate
RTCP are independent of the transport protocols and theoutgoing link. Since there may be a large number of virtual
underlying network, although they are typically run on channels, and many of them may have the same origin
top of UDP/IP and IP multicast. Except for framing, RTP and destination, one may reduce the size of routing tables
makes no specific assumptions on the capabilities of thein the transit nodes by grouping those virtual channels
lower layers. It does not perform resource reservation, andsharing the same origin-destination pairs into a virtual path.
no QoS guarantees are made. In addition, no mechanismd-or example, in Fig. 30, virtual channels VC1, VC2, and
are defined for flow control and reliability. Timely de- VC3 are grouped into virtual path VP1; VC4 and VC5
livery relies only on the support of lower-layer services are grouped into VP2; and VP3 contains only one virtual
such as RSVP that have control over the resources inchannel, namely, VC6. The packet header includes a VPI
networks. The functionalities of RTP include time stamping, and a VCI. A connection or call is assigned a virtual
sequence numbering, timing reconstruction, loss detec-channel. The end node uses the VCI of the cell to direct it
tion, and channel and content identification. Based on the to the corresponding terminal. At the transit nodes, the VPI
timing information and sequence number carried in the of the cell provides enough information to direct this cell
RTP header, receivers are allowed to reconstruct and toto the corresponding path in the network.

Ve,
VCy

Linkl

Link 2

Node 1
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multimedia multimedia
Application layer traffic traffic
Presentation layer 11( 11(
Upper layer Session layer AAL AAL
-
Transport layer ATM ( ATM ATM ATM ATM
Network layer PHY C PHY b= PHY b= cvvee - PHY M PHY
ATM adaptation layer (AAL) Deata link layer End-system ATM network End-system
ATM layer Fig. 32. ATM network.
Physical layer Physical layer
ATM protocol stack OSI protocol stack L i
2) Class B:supports VBR stream traffic, in which the
Fig. 31. ATM protocol stacks versus OSI protocol stacks. source generates a variable number of bits per unit
time. This is exemplified by compressed vidgo
such as MPEG. Like CBR, it is sensitive to packet
The ATM network has a layered structure allowing delay variations. In addition, since there are less
multimedia traffic to be mixed in the network. It includes redundancies in compressed data, it is not tolerant of
the upper-layer, AAL, the ATM layer, and the physical packet losses. Bandwidth required for video is very
layer. Fig. 31 shows the relationship between the ATM high. The traffic is highly bursty and exhibits multiple
layer structure and the OSI protocol stacks, and Fig. 32 time scale variation, with the bit-rate requirements
shows the role of the ATM layered structure in the ATM varying over milliseconds (within one frame of the
network. video), over seconds (between frames), and over
« The upper layer includes higher layer protocols such minutes (between scene changes).
as TCP, RTP, and Xpress Transport Protocol [106]. 3) Class C:supports connection-oriented framed data.
« The AAL layer adapts the upper layer protocols to  4) Class D:supports connectionless (datagram) framed
the ATM format. It inserts or extracts user informa- data (e.g., SMDS).
tion as 48-byte payloads. The AAL layer consists  5) Class X:supports data traffic requiring raw cell de-
of two sublayers: the CS and the SAR. The CS livery using proprietary, nonstandardized protocols.

converges different types of user traffic and encap- o o
sulates/decapsulates data flow to and from the SAR Note that for Classes A and B, a timing relation is
sublayer. The SAR sublayer in the sender segmentsrequired between the sender and the receiver, while for the
data into a series of 48-byte cells, and in the re- other classes, a strict timing relation is not required. Classes
ceiver reassembles cell sequences back to the originalC. D, and X correspond to VBR services. To support these
data. five classes of services, four types of AAL formats have
The ATM layer adds or strips the 5-byte header to been developed. AAL Type 1 supports Class A, Type 2
or from the payload. For the sender, it takes 48-byte supports Class B, Type 3/4 supports Classes C and D, and

data from the AAL and adds the 5-byte header that Type 5 supports Class X.

. S ) . Even with an ATM network, it is difficult to provide
contains routing information to ensure that the cell is : . :
. - : : . true VBR service. One way to satisfy the QoS requirement
sent on the right connection; for the receiver, it strips

the 5-byte header and passes the 48-byte payload toof V.BR trafﬁc.ls t.o a[locate bandwidth equal to thg peak

: traffic rate. This will give a hard QoS guarantee but is very
the corresponding AAL. o . e . .

. _ _ ~ inefficient. One can exploit the statistical multiplexing of

The physical layer defines the electrical characteristics ATM networks and allocate a bandwidth equal to the mean
and network interfaces and places ATM cells into the raffic rate, but this will only give a statistical guarantee
transmission medium. The ATM network is not tied to  of the QoS. Another solution is to use buffers to smooth
a specific type of physical medium but is optimized to or shape the traffic so that it approximates CBR traffic

work with the SONET. [107]. In particular, to accommodate the multiple time scale

CCITT and other standards bodies have identified five burstiness exhibited by compressed video, a quasi-static
classes of ATM services. bandwidth allocation scheme [108] may be used. In this

scheme, developed for VOD systems, certain bandwidth is

1) Class A:supports CBR traffic, in which the source jnitially allocated to the connection. As the traffic fluctuates,

1092

generates a constant number of bits per unit time. the amount of video in the video buffer changes. The video

Examples include continuous media traffic such as puffer is monitored, and if buffer overflow or underflow is

voice and uncompressed video. This type of traffic is

tolerant of some packet losses but very sensitive to ,, , - .

delav iitter. Bandwidth ired i derate for CBR Compressed video may also be sent as CBR traffic with less resolution
e_ay jitter. ban \_N| required is mo era_- e for for a complex scene and higher resolution for simple scenes, but this is

voice and very high for uncompressed video. less desirable than VBR video.
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imminent, a request will be made to change the bandwidth (e.g., Chorus [110], Real-Time Mach [111]). In any case,

allocated to the connection. In addition, since VBR traffic is it should provide CPU management, memory management,

sensitive to packet losses, one needs to have an admissiolfO management, and file system management.

control scheme to limit the packet losses or employ error- 1) CPU Management:Real-time processing can be

recovery schemes. For example, the receiver may attemptachieved through efficient real-time scheduling. Real-

to reconstruct the missing data through temporal or spatialtime schedulers schedule tasks to make their deadlines.

interpolation [109]. In the context of continuous media, a deadline can be the
3) The Integration of IP and ATMThe two major con-  acceptable playback time of each frame, and therefore it

tenders as the protocol for global internetworking are IP is a soft deadline and appears periodically. The challenges

and ATM. There are major obstacles to either's success.of multimedia scheduling are due to two conflicting goals

The strength of IP is the large installed base. It is the [112].

protocol used on the Internet, which is the biggest and

fastest-growing computer network in the world. The In- 1) Nonreal-time processes should not suffer from the

ternet is a packet-switched network and basically provides execution of real-time processes, since multimedia
connectionless and best-effort transport services. The major applications equally depend on discrete and contin-
problem is that the best-effort delivery of messages does uous media data. Thus, real-time processes cannot
not support the various QoS required in a true integrated monopolize all resources.

services network. In addition, the existing Internet has very  2) Real-time processes should be allowed to preempt
limited bandwidth, although there are plans to upgrade nonreal-time processes or other real-time processes
it to higher bandwidth. The development of IP multi- with lower priorities.

cast, resource reservation protocols, and real-time transport
protocols allows the Internet to provide limited forms of ~ The most important real-time scheduling approaches in-
multimedia services. Even with the upgraded bandwidth, clude EDF and rate-monotonic scheduling [113]. With
the Internet will be inadequate for many multimedia appli- EDF, each task is preemptive and is assigned a priority
cations, such as VOD. according to the deadline. The highest priority is assigned
On the other hand, the ATM network is connection to the job with the earliest deadline, and tasks are ex-
oriented. The strength of ATM lies in the possibility of ecuted in priority order. When a new task arrives, the
setting up connections with a class of service that matchesscheduler recomputes the priorities of all pending tasks
the requirements of the application involved. The planned and then reorganizes the order of processing. If the new
bit rates and bit error rates also meet the requirements ofarrival has the highest priority, the task being executed is
real-time transmission of audio and video streams. ATM preempted and the new task gets served immediately. The
works best in an environment where everyone uses ATM, interrupted process is resumed later from the interruption
however, and the major obstacle is the large installed basepoint. Otherwise, the new task will be put in an appropriate
of non-ATM equipment. Whether ATM or IP or another position.
protocol will eventually emerge as the global internet-  With rate-monotonic scheduling, each task is preemptive
working protocol, only time will tell. In the meantime, and is assigned a priority according to the request rate.
the Internet community is developing resource reservation The highest priority is assigned to the job with the highest
protocols such as RSVP [86] that give QoS guarantees.rate. In contrast to EDF, such assignment is performed
In addition, IP over ATM has been successfully deployed only at the connection establishment time and is maintained
[104]. The future global internetworking protocol will likely  throughout the lifetime of the connection. For preemptive,
be one that supports QoS guarantees and may include botlperiodic tasks, rate-monotonic scheduling is optimal in the

ATM and IP technologies. sense that “no other static algorithm can schedule a task
set that the rate-monotonic algorithm cannot also schedule”
D. Multimedia Operating System [112].

OS’s manage computer resources (e.g., CPU, memory, Comparing these two algorithms, EDF is more dynamic.
I/O devices, etc.), hide the physical characteristics of the un- It has to be executed frequently and thus incurs higher
derlying hardware, and provide an efficient and convenient scheduling overhead. The advantage is that it can achieve
environment for end users. A multimedia OS extends the processor utilization up to 100%. A rate-monotonic al-
functionalities of traditional OS’s to accommodate multime- gorithm, on the other hand, is static since the priority
dia data manipulation so as to provide an environment for assignment is only calculated once. Since the priorities
real-time support while simultaneously running traditional are assigned according to the request rate, more context
applications efficiently. The major concerns include real- switches occur in rate-monotonic scheduling than in EDF.
time processing and QoS-based resource management. Tofhe worst case upper bound of the process utilization is
gether they ensure that the QoS requirements of multimediaabout 69% (orln 2) even though, on the average, the
applications are met and provide intelligent overload control utilization far exceeds 80%. However, because it has no
for transient misses of playback deadlines. A multimedia scheduling overhead and is optimal for periodic jobs, rate-
OS may be developed as an extension of a traditional OS ormonotonic scheduling is suitable for continuous media
constructed from scratch using the microkernel architecture applications.
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Types of element

2) Memory ManagementThe memory manager allocates
memory to processes. Continuous media data are typically
very large in size and require stringent timing require-

_ments. Trad_itional virtual memory with demanq paging g;:;;‘m
is inappropriate for such real-time processes since page A: audio
faults incur too much swapping time between main memory L& [ o~ | V: video
and disk and may affect the real-time performance. One v v
solution is to avoid swapping and to lock continuous media -
data in memory during the process [112]. This approach, Display duration
however, may affect resource utilization. Another method of object Vy

is to prefetch such data in a timely fashion [114], taking Fig. 33. The temporal relationships between objects in a multi-
advantage of their periodicity. Other important practical media scenario.

implementation techniques include using scatter buffers and

passing pointers. With scatter buffers (or scatter loading), requirements to handle continuous media streams. We will

the Qddress space of a process is_ loaded into possibly disuyamine this issue in more detail in Section IV-F.
contiguous regions of memory. This tends to be more space

gﬁlClent than Ioadmg into a single contlgu_ous region (s!nce E. Synchronization
it may not be available) but may result in fragmentation. _ _ o
With passing pointers, objects are passed by reference rather Multimedia synchronizatict attempts to ensure the de-

than having to pass the objects themselves. Again, this maysired temporal ordering among a set of multimedia objects
result in more efficient usage of memory space. in a multimedia scenario, where “multimedia scenario”

3) I/0 Management:The main function of the /O sub- denotes the temporal semantics of a multimedia session

system is to transfer multimedia information between the [117]- Fig. 33 shows an example of the temporal relation-
main memory and the network adapter or multimedia ships in a multimedia presentation scenario. The goals of
peripherals (camera, loudspeaker, CD-ROM drive, micro- multimedia synchronization mechanisms are to preserve the
phone, disk, keyboard, monitor, etc.). The important issues PlayPack continuity of media frames within single contin-
include device management, interrupt latency, and real-time U0US media and the desired temporal dependencies among
transmission. Device management integrates all hardwarem““'p'e related data objects, given that user mteractlon.s are
components and provides a uniform interface for the control &/lowed [118]-[120]. Temporal dependency may be either

and management of these devices. It shields the machindMPlicit or explicit For implicit dependency, the timing
dependency by presenting the physical devices as abstracfe!ationship is captured at the time of media acquisition.
device drivers. Multimedia applications are 1/O intensive. ON€ Such example is lip synchronization, which refers to
The continuous media frames will interrupt the kernel the req_uwement that the voice gh_ould maich the movement
frequently and lower the system throughput. There are of th_e lips of_the s_pe_aker. Explicit Qe_pendency means _that
three strategies to alleviate this problem: changing the the time relationship is create_d explicitly. A slide show with
internal structure of the kernel to make it highly pre- pictures and annotated text is an example.

emptable, including a set of safe preemption points to Multimedia synchronization differs from traditional syn-

the existing kernel, or converting the current kernel to _chronlzauon mechanisms, such as monitor and semaphore,

a user program and running it on top of a microkernel '?] that it |mpodse(:js_ﬁreal-ft|me conlst_ramts (ie., de_adlr:nes) OE
[114]. Real-time I/O is necessary for most multimedia € €Vent, and differs from real-ime systems in that suc

applications to ensure the continuity of each stream and theggad“nes, are prta(jdg;err]m|n§d,d?er|odlc, and S%ﬁ (ie., no
synchronization of multiple related streams. The problem |sastler IS caused | _t € deadiines are misse )- M'SS'_ng
is centered around the /O bus bandwidth. Compared to deadlines in multimedia presentation may annoy users with
the performance improvements of processor and memory,synchronlzatlon anomalies, such as hiccups in audio or
predicted to double every one to two years, the improve- jerkiness in video. The correction of such synchronization
ments in /O subsystems lag far behind [115]. In addition,

anomalies includes dropping, blocking, duplicating, or re-
data must traverse a long path (e.g., SCSI bus and Systen,§ampling frames at the presentation site to resynchronize
bus) before reaching their destination. This may even

the playback [1]. For example, restricted blocking [119]
incur bus contention [116]. With advances in networking repeats the display of the last frame or takes alternative
and communication technologies, it is possible to achieve

action (such as playing music) to fill up the time in order
network bandwidth well above a gigabit per second, and

to resynchronize the presentation. It has been shown that
the network I/O becomes the bottleneck that limits overall human beings are less tolerant of audio errors than of video
system performance. The focus, therefore, is to improve

errors. Therefore, in an integrated services network in which
I/O system throughput.

the audio stream is competing with the video stream for

4) File System Managemenithe file manager is respon- 23The broader meaning of multimedia synchronization includes the

sible for making efficient use of the storage capacity and temporal (i.g., timing _relationsh_ip), s_patial (i.e_., the Iayout_structu_re), and

. . logical relationships in a multimedia scenario [1]. In this section, we

prowdlng file access and control of stored data to the focus on the temporal aspect. Readers can refer to [75] and [76] for
users. Multimedia file systems demand additional real-time standardization efforts on all three aspects.

Time
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network resources, higher priority should be accorded the layer (shown in Fig. 22) of the QoS reference model,

audio stream. which performs end-to-end orchestration to achieve

In a distributed system, the enforcement of such coor- interstream coordination for a meaningful presenta-
dinated presentation becomes more complicated because tion. The communication configuration is multipoint
for each stream, random delays may be incurred along to point, such as multimedia document retrieval with
the data path: data retrieval in the storage system, data different types of media stored in different databases.
transmission in the network, and data processing in the 3) |nterparty synchronization [136]: maintains the
host computer. Media sources are widely distributed, and intramedia and/or intermedia synchronizations among
different media located in remote sites may be required to different participants at distributed locations. It is a
be played back in a coordinated fashion at the same or at point- or multipoint-to-multipoint configuration. Ex-
multiple sites on the network. Without proper orchestration, amples include remote learning (point to multipoint)
the existence of random delays among multiple related or video conferencing (multipoint to multipoint). To
streams may result in synchronization anomalies, such as provide this synchronization, multicast operations
the loss of lip synchronization. Another associated problem must be supported by the underlying network.

is the synchronization accuracy between the clocks of the
sender and the receiver when global timing knowledge is General multimedia synchronization can be divided into
used. Currently, the Internet uses the NTP [121] to solve two levels: temporal specification and temporal synchro-
this problem. Ramanathan and Rangan [122] proposednization [117], [137], [138].Temporal specificatioms the
a protocol that employs adaptive feedback techniques toupper level. It models the temporal relationships among the
synchronize multimedia presentation of distributed sources set of related abstract multimedia objects of a presentation
in the absence of a global clock. scenario, where an abstract object denotes a logical unit
The possible communication configurations may be point of media data such as a video object or a text object.
to point, multipoint to point, point to multipoint, and Temporal synchronizatiors the lower level. It translates
multipoint to multipoint, corresponding to a single source the temporal specification of a presentation scenario into
to a single destination, multiple sources to a single destina-the desired presentation scheduling sequences and enforces
tion, a single source to multiple destinations, and multiple the playback deadlines despite the indeterministic delays
sources to multiple destinations, respectively [2], [123], due to the server, the network, and the host system. We
[124]. In any case, synchronization is best performed at now describe these two levels in more detail.
a point near the destination to eliminate the random delays 1) Temporal SpecificationTemporal specification cap-
due to the transmission and the interstream coordinationtures the temporal relationships among multimedia objects
[125]. Synchronization messages can be transmitted in sev4n a multimedia presentation scenario. A good temporal-
eral different ways [1], including transmitting a complete specification mechanism must be flexible enough to deal
synchronization message prior to starting multimedia data with the problems of human perception of synchronization
delivery, using separate transmission channels to transportn a wide range of applications. In particular, it must reflect:
data and synchronization messages [126], or time stamping « required real-time semantics and the precedence rela-

each data frame of related streams. tions among objects;

According to the synchronization granularity, there are ., geamiess integration of discrete and continuous media

three levels of synchronization. objects:

1) Intramedia synchronizatiof124], [127]: preserves » absolute and relative timing relationships. The abso-
the temporal relationship between consecutive frames ~ lute temporal relationship indicates the precise timing
and the continuity of playback within a single media relationships among the objects, while the relative
stream. The basic idea is to satisfy the latency and ~ temporal relationship refers to the incomplete or fuzzy
throughput constraints of the media and to smooth timing relations among the objects;
the delay jitters experienced in the storage system, e user interactions such as random access, fast-forward,
network, and host system by using real-time protocols pause, etc. in a multimedia presentation, and nonse-
(including real-time retrieval, transport, and process- quential navigation in hypermedia.
ing) and providing sufficient buffers along the data  Temporal relationships among different objects can be
path. represented by a graphical-based (e.g., Timed Petff net

2) Intermedia synchronizatiof122], [128]-[135]: coor- [131], [142]-[144], flow graph [137], [145]), language-
dinates the different media streams to achieve the based [146]-[150], or hybrid [151] description. Graphical-
desired temporal relationships among them. It can based specification takes advantage of pictorial visualiza-
further be categorized aontinuous synchronization
(orlive synchrpnlzat}o)) which preserves the lmD!IC” 24Timed Petri net [139]-[141] is a bipartite directed graph with two
temporal relatlonshlps, arelent-driven synchronlza- sets of nodes: places (usually denoted by circles) and transitions (usually
tion (or synthetic synchronizati)nwhich maintains denoted by bars). A transition fires if all input places contain a nonblocking
the explicit specified temporal relationships. Interme- token, at which time a token is removed from each input place and

k e ] ] ) deposited to each output place. A token added to an input place is blocked
dia synchronization is provided by the orchestration for a duration assigned to this place.
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Fig. 34. An example of synchronization-point-based modeling.

tion. Language-based methodology exploits the power of %

flexible expression of language, which enables ease of
inclusion of user interactions. Note that temporal specifi- r s
cation focuses on the semantics of the temporal relation- Fig. 35. Timing relationships among, r, and £2.
ships among the objects without explicit reference to time.
Temporal operations, such as scaling (i.e., extending theqrgering of synchronization points is the minimal record
time duration), inverting (i.e., exchanging the start and of the temporal relationships among these objects because
end relations), or shifting (i.e., moving an offset in the yemoyal of any information from this ordering resuits in a
time domain), can be applied when mapping from the |oss of the corresponding relationship [156]. In addition,
virtual-time coordinates back to the real-time axis. The there is a one-to-one correspondence between a multimedia
semantics of temporal relationships can be specified viascenario and the partial ordering of the synchronization
several approaches. points. LetS; denote the start point of obje¢tand E; the

a) Hierarchy-based modelingThe hierarchical ap-  end point of object. Assume that we have three multimedia
proach [126] organizes a multimedia scenario as a treegpjectsO;, 0,, and O3 and a multimedia scenario shown
structure, where nodes represent the temporal relations angn Fig. 34(a). The ordering of the synchronization points
leaves are the corresponding media objects, user input, ofof O, O0,, and O3 is
delays. This model is simple and easy to implement. The
main temporal relations, however, are based on serial and So
parallel relationships, and objects are only synchronized S3
at the beginning or end points. This restricts the usability )
of this model since some scenarios cannot be represented!| ON€ takes away the arrow betweéh and £, there is
such as “annotating text during the display of a piece of 0 Way to distinguish the cases 64 starting before, after,
music.” or at the same time a3, ends. In Fig. 34(b) this ordering

b) Interval-based modelingThe conceptual model of of the synchronization pom_ts is represented as a_Pet_rl net.
time may be based on instants or intervals [117], [131], 2) Temporal Synchronlzatlgp?rempo.ral synchronization
[152]. A time instant is a certain point in time with zero renders the tempora} specification into a set of playback
length, such as 10:15 a.m. An interval of time is denoted schedules and retrieval scheddfesand enforces the

by [a,b] with lengthb — a, whereaq is the start point and playback de?d'"_’es upon the ﬂO\.N transport _mecha_mism in
b is the end point. The playback duration of an object can the_ cort‘r;]muTlc%tlorll Zystglr_n. Ir? display ?Q_Objé)_(t:at tlmg
be represented as a time interval. Interval-based modelings (.., the playback dea "?e € presentation site sends a
models the binary (om-ary) relationships between two requgst tp the. corregpondmg med|§1 serveregliest t|.me
(or n) time intervals. There are 13 distinct ways to de- v, which is It time u_nlts prior t_03. R is theresponse time

. . . . to account for possible experienced end-to-end delays and
scribe the relations between any two intervals [153]. Little - : .
and Ghafoor [131], [154] used Object Composition Petri packet losses. The timing relationships among the playback

. ' ) . . deadlines, the request time:, and the response timg

Net, which is an extended timed Petri net, andetial

[137) used Time-Flow Graph. Wahl and Rothermel (158 £ SHET B L e o0 208 JaB0tee B 0 e e by
extended the 13 basic binary relations to 29 and defined 10p P y y

operators to hahdlg thesg interval relatiqns. 1) server site D...), including queuing delay and re-
©) Synchronization-point-based modelintnstead  of trieval delay (i.e., seek, latency, and data transfer);

relying on the playback intervals between two objects,

the synchronization-point approach [143], [156] directly  25A playback schedule is the set of playback deadlines of multimedia

captures the timing relationship among a set of objects andobiects in a multimedia scenario, where playback deadline is the latest
h . timedi biects b d h izati starting time for a meaningful presentation. Retrieval schedule is the set

syr_w ronlges mulimedia objects base ) on sync .romza 10N request deadlines to the server. It accounts for the end-to-end delays

points, which are the start and end points of objects. The and ensures that the playback deadline is not missed.

Time

E,

_>Sl—>E2_>E3'
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L o l O, is a continuous object with frame size of 7 Mb
| o | 0, is a discrete object of 144 Mb

T ] time s =5 40.5 sec

(sec)
Fig. 36. An example of the request ordering 6f; and O-.

2) network (D,.t), including round-trip queuing delays, continuous media object with a frame size of 7 Mb, and
propagation delays, and transmission delays; O is a discrete media object of 144 Mb, and that these

3) request sitel),.,), including queuing delay and pro- WO media objects experience the same delayssgconds
cessing delay. Note that for continuous media objects, €xcept for the transmission delay. We also assume that the
the intramedia synchronization deldy,,, (given be- |ntramed|a'synchron'|zat|0n delay for, is5x 107¢s. The
low) should also be included, i.eD;eq = dgue + response time o0, is (44 7/155+5 x 1079 s, and that
dproc + dsym fOr continuous media objects and for Oz is (d+144/155) s. Note that the number of frames
Dieq = dque + dproc for discrete objects, where I O, is irrelevant. So long as we delay the first frame by

respectively. frame in buffer, the subsequent frames will arrive in time

to be played back. Therefore, for a playback deadline of
For a continuous media object, which is a stream of media O, 0.5 s before that ofD;, the request times are

frames, finer-grained synchronization is required to keep the . _
continuity of the stream. In an ideal system, no delay varia- ri=s1—(d+0045+5x107%) s
tions are incurred by the transport networks and processing =(s1 —d —0.045005) s for Oy
systems, and no frame is lost during the transmission.
This means that each media frame experiences the same
delay and is ready to be played according to the specified r2 =(s1+0.5) = (d+0.93)) s
playback schedule. However, in practical systems, each =(s; —d —0.43) s for O,.
media frame may experience different delays. For media
streams, intrastream synchronization can be achieved by
delaying the playback deadline of the first media frame by

Sincer, <y, the request site should request ahead
of O by r; — 2 ~ 0.395 s. Hence, from the playback

i, where [124] scheduleS = {s1,s2,---,s,} and the corresponding re-
L ‘ ‘ ‘ sponse time® = { Ry, Ry, -- -, R, }, the retrieval schedule
T 2 dhax — Dnin Q = {r1,r2,--+,r,} can be determined b§§ =5 — R =

{s1—Ry,82—Ra, -, s, — Ry }. Without loss of generality,
assume the objects are labeled such that s; < ---s,,.
The request ordering can be determined by sorting in a
nondescending order the request schedil¢o yield an
ordered retrieval schedul€.,derea = (71, 7%,---). For
example, in Fig. 36Qordered = (r1,7%) = (r2,71).
The time duration from when a user initiates a presenta-
R> Dy tion request to when the presentation begins is called the
set-up timeFig. 37 shows the set-up time in a presentation.
WhereDT, the end-to-end delay defined as the time from The Set_up t|me_r must be |0ng enough to Compensate
when the request for a particular object is issued to when for the system delays and to achieve intermedia synchro-
the object can be played at the request site, is given by  njzation. The set-up time therefore is not necessarily equal
D7 = Duey + Duet + Dreq. to max {leRg, -+ R, } whereOy,---,0, are the §tart
objects. T is largely dependent on the request time of
Research on the calculation, measurement, and estimatiorthe first request objects in the request ordering. Let the
of the end-to-end delay can be found in [122], [129], [134], playback schedul§ = (s1, s2,---) and the ordered request
[157], and [158]. scheduleordered = (74,75, - +). The set-up tim&" is then
The response time of each media object is determined byT = s; — 1.
the characteristics of the transport networks, the processing The set-up time determines the earliest playback time of
systems, and the media object itself. Thus, even if, say,the corresponding scenario, which in turn determines the
two media objects start simultaneously, the corresponding absolute playback deadlines of the subsequent objects. The
request time may be different. Moreover, the request order- earliest playback time is the earliest time a presentation
ing of a set of objects may not be the same as the playbackcan start after it is initiated, and it is also the actual
ordering of the objects. For example, in Fig. 36, assume playback deadline of the start objects. Combining the
that the channel capacity is 155 Mb/s, the objégtis a earliest playback time with the relative playback schedule

andd’ ,, andd: . are the maximum and minimum network

delays of stream, respectively. Note thaf’ . —d’ .. is the
intramedia synchronization delayls,,) of the continuous
media object. Thus, the playback deadline for an object
can be met so long as its response tifesatisfies the

relationship
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gives the absolute playback schedule. In particular, given
that the presentation is initiated &, the earliest playback
time istg + 7'. Then the absolute playback schedflg,

can be obtained by substituting with £, + 7 in the
relative schedules. Note that there are response times
and one set-up time for a presentation witmedia objects.

# of samples

A

Samples retrieved

Samples consumed
Samples|buffered

F. Multimedia Server
Distributed multimedia applications impose major chal-
lenges in the design of multimedia servétsncluding: _ S , ,
. . . Fig. 39. The relationship between data retrieval, consumption,
+ massive storage for a huge amount of multimedia ang puffering.
information;
 real-time storage and retrieval performance to satisfy
the continuous retrieval of a media stream at specified the storage hierarchy (e.g., a “hot” video is stored in a

» Time

QoS guarantees; disk drive while an unpopular video is archived in tertiary
« high data throughput to serve a large number of Storage) and across multiple disks (e.g., popular movies
simultaneous user requests efficiently. may be replicated in multiple disks while unpopular movies

are stored singly) to achieve the maximum utilization of
both space and bandwidth in the storage system. A fault-
tolerant design prevents playback interruption due to disk
failures and improves the reliability and availability of the

A storage hierarchy may be used to increase the cost
effectiveness of the storage. To ensure playback continuity,
the simplest approach is to employ a dedicated disk head
for each stream [159]. The disk transfer rate is typically . . )
greater than the playback rate of an individual video stream. stgrage system [163]. In a continuous media Server, d'Sk,
This approach, therefore, wastes system resources, is no{angre does not cause da_ta_loss because dat_a is archived in
cost effective, and limits the number of user requests to tertiary storgge..lnsteiad,.lt mterrupts the retngval progress
the number of disk heads. Other promising approachesand rgsults in dlscontlnglty in playback. Solutlgns |n.clude
allow a disk head to be time shared among multiple Mirroring [164] and parity [165] approaches, in which a
streams, employ real-time storage and retrieval techniquesP@'t of the disk space is allocated to storing redundant
to satisfy the real-time constraint, and adopt admission- Information. o o _
control mechanisms [83], [160], [161] to ensure that the 1) Disk Be_'ha\_/lor: Basic disk behavior in _the server is as
QoS guarantees of the existing streams will not be degradedfo”ows- A dlsk_ incurs a sgek and latency time to locate the
by accepted new requests. Because any given storagéjata of a partlcullar media stream and transfers a bat_ch pf
system has a limit as to the number of files it can store data before serving the next stream. Therefore, the disk is
and the number of user requests it can serve, a server cafnultiplexed over a set of concurrent streams, as shown in
effectively increase effective data throughput and storage Fi9- 38(a). Herel’, called the period time, denotes the time
space with the use of an array of disk drives. taken to serve all the streams in one round. Each individual

Other issues associated with server design include dy-Stream is served in an alternating on/off process, as shown
namic load balancing [162] and fault tolerance [163]. in Fig. 38(b): it is “on” when data is transferred by the
Dynamic load balancing attempts to balance the load amongdisk and remains “off” until its next turn [83]. A buffer is
multiple disks due to the different popularity of objects allocated for each stream at the user site to overcome the
(e_g_’ a new movie may be accessed much more often than dnismatCh between the data transfer rate and the pla.yba.Ck
documentary), user access patterns (e.g., for VOD servicesfate of the media stream. Fig. 39 shows the relationship
subscribers tend to watch programs at night rather thanbetween frame retrieval, consumption (i.e., playback), and
during the day), and device utilization. The goal is to avoid buffering [166].
load imbalance and to have optimal data placement across To avoid starvation during playback, i.e., a lack of

data available in the buffer to be played, the disk head

ZHere we focus on the continuous media server. must transfer another batch of data to the buffer before
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the previous batch has been consumed. This constraintis not suitable for read-write applications but works well
implies that there exists an upper bound on the numberwith read-only ones.
of concurrent requests a disk can handle. Since the disk Constrained placement allows the successive segments of
transfer rate is higher than the playback rate, the disk heada media stream to be scattered so long as the intersegment
is not allowed to transfer another batch too soon; otherwise, separation is bounded by the constraint of playback con-
the stream buffer will overflow. These two constraints and tinuity [170], [171]. The storage pattern of this placement
the desire to minimize the buffer requirement place a great strategy denotedM, G) (where M is the size of a data
challenge on the design of the server. segment and- is the intersegment separation) is therefore

2) Real-Time Storage and RetrievaContinuous media  determined by the playback rate of a stored stream and
streams demand timely data retrievals for playback must satisfy the condition that the playback duration of a
continuity. There are three major approaches to provide segment should exceed the time to skip over a gap and to
such real-time support of continuous media: frame retrieve the next segment [161], [172], i.e.
grouping, data placement, and real-time disk scheduling. M

. +G

Frame grouping reduces the access latency per frame by Dyplay 2

allowing a group of frames to be retrieved as an atomic unit. dt

Data placement exploits the characteristic of continuous where D,y is the playback duration anfty, is the disk
media and employs a specific disk layout structure to transfer rate. This placement strategy requires the disk
reduce seek and latency overhead and to gain timely accesso be sparsely occupied to begin with so that data can
[167]. Disk scheduling places no specific requirement on pe stored in accordance to its storage pattern. Otherwise,
data organization but develops real-time disk scheduling an elaborate merging algorithm in which multiple media

with data buffers for real-time retrieval. streams are interleaved should be applied to improve disk
a) Frame grouping: From a storage and retrieval view-  storage efficiency.
point, it is advantageous to group video frames into seg- c) Disk scheduling: Traditional disk scheduling is con-

ments. A video segment is an atomic unit of retrieval cerned with maximizing throughput by minimizing seek
from a disk. Since the disk retrieval overhead (seek andtime and latency, or with fairness in usage by avoiding
rotational latency) does not depend on the size of the videostarvation. Such criteria are inappropriate with multimedia
segment, a large segment improves disk retrieval efficiency.real-time constraints. Multimedia disk scheduling needs
However, a large segment warrants large buffers. Thus, real-time guarantees. Examples of approaches include Scan-
there exists a tradeoff between disk retrieval efficiency EDF [173], GSS [174], quasi-static retrieval scheme [175],
and buffer requirement. Depending on the application, a QuilvVeR [176], and DIVeR [177].
certain segment length (defined as the number of frames per Scan-EDF combines Scan with EDF, providing both the
segment) may be preferred over others. When interframeseek optimization of Scan and the real-time performance
coding is employed and when segment skipping is resortedof EDF. Data are stored on concentric tracks on a disk,
to during fast playback, the process of suitably grouping which rotates at a high speed. The disk read/write head is
video frames into segments and that of skipping video seg- at the end of a disk arm, which moves back and forth just
ments during fast playback is a challenging one. Sengodanabove the surface of the disk in a direction perpendicular
and Li [168], [169] describe grouping and retrieval schemes to the tracks. Basically, the disk head moves to the target
for MPEG frames. These schemes describe how MPEGtrack, waits for the data to rotate around until they are
frames need to be grouped into segments of any desiredunderneath the disk head, and reads or writes the data.
segment length and which segments need to be skipped tScan is one of the traditional disk-scheduling algorithms. It
achieve any desired fast playback rate. Several propertiesserves requests in the same order as the data are encountered
and closed-form equations have been provided. as the disk arm moves forward. The disk arm retraces
b) Data placement:Digitization of continuous media back as soon as no pending requests are waiting in the
yields a sequence of frames. In the storage system, theforward direction. Data are transferred in both the forward
continuous server groups frames into segments and storeand the retracing directions. In a variation called C-Scan,
them on a disk. The goal of data placement is to optimize no data is transferred during the retracing step. In Scan-
the disk layout structure by exploiting the characteristics EDF, the requests are normally served in EDF order. When
of continuous media, such as continuity, write-once—read- there are several requests with the same deadline, these
many, and sequential retrievals, so that periodic and timely requests are served with Scan scheduling, in which the
playback constraints can be satisfied. Example approachespecific one located nearest to the disk arm in the disk scan
include contiguous and constrained placement. direction is served first. The optimization of this algorithm
Contiguous placement stores the successive segments ofiighly depends on the number of requests with the same
a media stream consecutively on a disk. This placementdeadline, and therefore its efficiency relies on how often
strategy takes advantage of sequential stream retrieval andeek optimization can be applied.
therefore requires only one seek time to locate a particular GSS is a variation of Scan. It divides the sehafequests
stream. Increasing the segment size further improves thebeing served intog groups. Groups are scheduled in a
retrieval efficiency. Contiguous placement, however, suffers fixed order, and individual requests within a group are
from fragmentation due to insertion and deletion. Thus, it served with Scan scheduling. #f = 1, GSS degenerates
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to Scan scheduling, and if = n, GSS becomes round- the first time period, disk 1 reads,, disk 2 readsXy,- - -,
robin scheduling. Optimization of this algorithm depends on and disk 10 reads{y. All these reading activities happen
deriving groups to balance the tradeoff between the round at the same time. Therefore, the large logical data block
duration and the latency of successive retrievals [159]. transferred is composed af smaller physical data blocks.
The video retrieval scheme in [178] uses the scan al- This approach works well for large files since it exploits
gorithm for video retrieval of all segments in a service the parallelism of multiple disks.
round. A novel shared buffer architecture at the server is b) Disk declustering: Assume that we have the same
proposed for storing segments retrieved from disk. Video number of disks and also distribute data blocks in a round-
retrieved from the disk is stored at designated locations in robin manner as in data striping. To play back the file, each
the buffer, while the transfer of video to the network takes disk in the array operates asynchronously and retrieves data
place in a serial fashion from the start to the end of the blocks in the same round-robin manner. For instance, in
buffer. The retrieval schemes in [175] and [176] divide a the above example, disk 1 reads fratdg at the first time
service round into a certain number of groups, and the scanperiod, disk 2 reads{; at the second time period, and so
algorithm is used for video retrieval within each group. forth until all blocks of X are read. This approach exploits
The quasi-static video retrieval scheme [175] uses the EDFthe concurrence of multiple disks.
algorithm to assign segments to be retrieved to groups. ¢) Hybrid combination: This method combines the two
The QulVeR protocols [176] describe several simple and schemes described above, i.e., it scatters data blocks into
efficient ways of assigning segment retrievals to groups. multiple, independent, and synchronized modules by data
By suitably constraining allowable user playback rates, the declustering, and each module consists of several syn-
protocols achieve a small number of groups within a service chronized disks by using data striping. These independent
round with a large number of segment retrievals within each modules can even be distributed in remote servers over the
group. Thus, in addition to achieving a high disk retrieval network.
efficiency, these protocols have an extremely small buffer
requirement. They dispense with the server buffer and G. Multimedia Database System (MDBS)
require a set-top box buffer of merely two video segments  An MDBS plays an important role in the management of
per user irrespective of the user playback rate. The DIVeR the exponentially growing multimedia information gener-
protocol [177] builds on the QulVeR protocol by reducing ated by various applications, ranging from desktop mul-
start-up and interactive latencies. All the advantages of thetimedia interactive services to distributed, collaborative,
QulVeR protocol—no server buffer, a set-top box buffer hypermedia systems. As shown in Fig. 40, an MDBS
requirement of two segments per user, and a high disk differs from a multimedia file system in that the MDBS
retrieval efficiency—are retained by the DIVeR protocol.  provides all users a common interface, high-level query
3) Disk Array: Each device has a limit on storage capac- support, and management services to share and to inte-
ity and throughput bandwidth. For example, a disk drive grate the structured, semistructured, and unstructured data
with 45 GB of storage and 68 Mb/s of data transfer rate is [185] while the file system leaves the responsibilities of
able to store only about 40 MPEG-1 encoded movies and formatting, organizing, and managing multimedia data to
serve less then 20 video sessions with NTSC quality. Thus,the users [186]. In addition to the support of conventional
employing multiple disk drives in a storage system is a database functionalities (such as data independence, data
promising way to dramatically increase the disk throughput persistency, integrity, reliability, consistency, and security),
and storage space with currently available technology. Thisan MDBS in essence must be an intelligent, integrated
approach exploits the transfer parallelism in a disk array object repository [187]. No restriction should be placed
and increases the effective transfer rate in proportion to theon the creation and modeling of how the data is actually
number of disk drives. The redundant arrays of inexpensive used in practice, and users should be allowed to compose
disk (RAID) [179], [180] technique is one such attempt to data freely in an arbitrary manner. An MDBS should
increase /O bandwidth. understand how to extract internal components of objects
How to distribute data blocks across multiple disks is and provide content-based retrievals. It should allow users
an important issue for the disk array. There are three to share objects or subobjects while also protecting data
different techniques: disk striping [181], [182], [183], disk from unauthorized access. Last, it should be efficient at
declustering [184], and hybrid combination. managing complex data and long-computing-time media
a) Disk striping: Assume that there are disks in a functions. The important issues include multimedia data
disk array. The data blocks in a file are striped in a round- modeling; representation, manipulation, and presentation of
robin manner over. disks. To play back the file, each disk data; metadata management; and transaction management.
in the array operates synchronously (i.e., each disk head is 1) Multimedia Data Modeling: The data model sits at the
located at the same position and transfers data together)heart of the MDBS. It models the nested logical structure
Therefore, then disks function as a single disk with and semantics of multimedia documents, expresses the
times the transfer rate and storage capacity. For exampletemporal and spatial compositions of the presentation task,
if an audio clip X is striped onto 10 disks, the frames coordinates the sharing of multimedia information among
Xo, X10, Xag,- - are stored on disk 1X1, X1, Xo1, -+ multiple users, and supports the fundamental functional-
are stored on disk 2, and so forth. To play back audin ities for handling digital media, including content-based
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be made [188]. Such features drive the desire to employ
object-oriented models to meet the special requirements
of multimedia applications. Another promising alternative

is the object-relational data model, which in essence is a

File File2 seeee Filen hybrid of the relational and the object-oriented data models.
It combines the rich modeling power of the object-oriented
model with the structured query language support of the
relational model. One notable commercial product of the
object-relational model is lllustra.
Data Data Data 2) Representation, Manipulation, and Presentation of Data:
description 1 description 2 description n

An MDBS provides mechanisms to define and manipulate
multimedia information. The DDL allows users to specify
the content, structure, and temporal-spatial composition in
the presentation of multimedia data objects [81], [190],
including arbitrary data types, object structures, QoS pa-
rameters, and arbitrarily large data sizes. The concepts of

(a) basic and composite objects, the hyperlink relationships,
and the specific characteristics and semantics of a given
multimedia object are also supported by the DDL. The
DML allows users to:

Database
1) manipulate data objects with such functions as in-

sertion, deletion, retrieval, modification, query, and
browsing;

y 2) share and integrate multimedia information;
DBMS 3) perform nonlinear editing;

4) support media-specific user interactions, including
VCR-like functions for video or audio such as play,
fast-forward, and pause, and specific functions for im-
ages, such as display, overlay, condense, and expand.

Data manipluation

Data description

Unlike structured text data, indexing for digital media
data is more difficult due to its unstructured nature [191].
The content-based or visual and/or aural supported query
for multimedia information should be provided by the
) DML. There is much research on devising multimedia
query languages [186], [192]-[195]. In addition to query
specification, browsing may be used to search for multi-
media information when one has incomplete information
] . ] ) ] on what one is looking for, especially in hypermedia
retrieval, searching, browsing, and other user mteractlons.appncaﬁons_ Typically, one alternates between two steps:
The simple node and link model in hypermedia systems, prowsing the material to narrow the searching range and
as well as the flat relational data model, were proven not precisely searching for a particular target. During browsing,
to be rich and flexible enough to satisfy the productivity one just glances over the data. Therefore, the representative
and performance requirements of multimedia application featyres of objects (such as in the form of content-based
development [188]. An object-oriented data model, on the metadata as described below) can be extracted to facilitate
other hand, enables rich semantic relationships among theprowsing [196], [197].
objects and supports such core concepts as the encapsu- 3) Metadata ManagementMetadata is the data about
lation of data structural and behavioral properties into an data [185]. It contains concise information about the
object, object identity, multiple inheritance, arbitrary data characteristics, location, and QoS parameters of data.
types, and nested objects [189]. As a result, arbitrary mediaMetadata will play a more important role in the MDBS
types, arbitrarily large data sizes, arbitrary object structures, than in the traditional structured text-oriented system.
and arbitrary storage devices (including magnetic disk, CD- Multimedia information, in addition to text, contains a
ROM, audio CD, laser-disc, and videotape) can easily be large portion of visual (e.g., images and video) and aural
included. Moreover, a clear distinction between model- (e.g., speech and music) data. It is usually very hard
ing (i.e., internal structure) and presentation (i.e., external to perform an exact match via content-based searches,
temporal-spatial composition) of multimedia objects can and even if it is possible, it is very time consuming.

User 1 User 2 Usern

Fig. 40. Multimedia file system versus multimedia database sys-
tem. (a) File system. (b) Database system.
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Therefore, additional information, such as the semantics
and the structure of the related data, derived or interpreted
data, and content-irrelevant data (e.g., attributes of data,
creation date, and author), are required. Such information
constitutes metadata. / \
Metadata help the management of large volumes of N X
data, information query and retrieval, material sharing, _ o .
and directory services. According to the functionalities, Visual query interface | Application independent APL
metadata may be classified as descriptive, content based, | \r yimedia *\ i
or structural [198]-[202]. extensions
a) Descriptive metadataDescriptive metadata specify
the content-irrelevant information about data, such as data Multimedia Type System
type (e.g., text, image, video, audio, or document), attribute
(e.g., video with refresh rate of 30 fps, 24-b color, MPEG
encoding), material title, file size, program type (e.g., enter-
tainment, education, sports, or news), author name, creation Object-Store
or modification dates, storage location, and other related ]
information. This type of metadata is usually generated

End-userl| e¢esee End-user n

Applications

Query processor & optimizer

manually.

b) Content-based metadat«Content-based metadata [ Database j
specify content-dependent features and are generated
automatically or semiautomatically from the information Fig. 41. The conceptual architecture of an MDBS using the
content. This type of metadata is used to assist in content-€xtension approach [186].
based query and retrieval. For example, the eigenvalues and
eigenvectors extracted from images via the user impressiondependent transactions while keeping the time-independent
and image content [203] can be used as content-basedransactions from starvation.
metadata. Multimedia transactions should be able to model the char-

¢) Structural metadata:Structural metadata specify the  acteristic of long duration and interactive database access
temporal and/or spatial compositions of data. The spatial of multimedia applications. Traditional concurrency control
structure describes the Spatial relationship of multimedia mechanisms, such as two-phase |Ocking and time-stamp
information for display and includes the logical and layout ordering, strictly enforce the serializability of transaction
structures of the multimedia document, the width and height executions and are appropriate for short-duration transac-
of an image for display, etc. The temporal composition tions. With such exclusive, serialized access, intolerably
describes the timing relationship among the related objects.|ong waiting times will be incurred and a large amount of
For a coarser-grained temporal specification, it may de- work will be lost when transactions are aborted before being
scribe the temporal relationships among multiple objects committed [189]. In multimedia transactions, temporary
within a document (such as the voice annotation in a violation of the serializability in execution will not result in
slide show), while a finer-grained temporal specification bjig errors, as in traditional business transactions, but may
describes a series of frames within a single multimedia allow flexibility of interactions among cooperative users.
data object. This type of metadata is strongly related to the This calls for relaxing serializability as the consistency
correct presentation of multimedia information to the users. criteria and devising new correctness criteria.

4) Transaction managemenffransaction management is 5) System Design Approacheg&n MDBS must be capa-
concerned with such issues as concurrency control, fail- ple of capturing the abstraction of the complex structure of
ure recovery, reliability, version control, and replication multimedia documents in addition to accommodating the
control to maintain the atomicity, consistency, isolation, heterogeneity of multimedia data. Multimedia information
and durability of user transactions [204] and to ensure js ysually very large and requires the support of similarity-
reliable storage of multimedia information and consistent hased retrieval for multimedia query and browsing. Without
concurrent accesses to these data and their subldsttal- proper extensions, the traditional design approaches are
timedia data may be arbitrarily large and may have a jnadequate for the multimedia environment. Typical design
nested structure for composite objects. The unit of data approaches include extending the existing database systems
used in a transaction should be flexible enough to represenior developing a new system from scratch. The extension
logical objects [189] as well as small basic data objects. approach develops a multimedia extension on top of the
In addition, multimedia data in a transaction may be time existing data model or database system. The object-oriented
dependent and time independent. The concurrency controldatabase systems designed for news on demand at the Uni-
manager should satisfy the real-time constraints of the time- yersity of Alberta [186] are one such example. The generic

architecture of the multimedia database system used for
27Composite multimedia data are composed of several components, andN€Ws on demand is shown in Fig. 41. The multimedia-type
users are allowed to retrieve them in parts and in whole. system is the key component of the multimedia extension

1102 PROCEEDINGS OF THE IEEE, VOL. 85, NO. 7, JULY 1997



Presentation layer

D ' S @ Abstract layer

[ [ ] B ]l ][]
o] [ ][ s ][ ]

Physical layer

Fig. 42. The conceptual multimedia data model.

and deals with the common multimedia types of data. The (@)
query processor and optimizer support the content-basedrig. 43. A series of derivations. (a) Requested object. (b) Original
retrievals of images and video and optimize the queries. °“"°®:
The visual query interface provides visual access capability
with the integration of query and browsing to end users example, Fig. 43(a) shows the requested object from the
and application developers. The API provides application- composition layer. It needs to be transformed three times,
independent program interfaces for a number of multimedia i.e., extracting, shrinking, and coloring, from the original
applications. The advantage of the extension approach issource, as shown in Fig. 43(b). Note that if no derivation
ease of development. The traditional database systemsjs necessary, this layer performs an identity function. It
however, are optimized for text-oriented and numeric trans- allows one to reuse stored data, and the intermediate and
action processing. The inherent restrictions and lack of resultant abstract objects are allowed to be shared with
multimedia capabilities of the underlying database manage-several external views.
ment system may introduce inefficiencies and inflexibilites ~ The presentation layer uses the abstract objects from
in the management and manipulation of multimedia infor- the abstract layer and is concerned with the temporal
mation. With the limited set of extended functionalities, @nd spatial composition, document layout structure, and
such multimedia extension is not satisfactory in supporting Nyperlinks to render a synchronized and interactive pre-
multimedia applications [205]. sentation. Fig. 44 shows the functional components of a
The development-from-scratch approach allows one to 9€neric architecture of the muIF|med|a database'system
embed multimedia features into the core of the data model. [196]- The standard alphanumeric database contains non-
The conceptual data model may consist of three layers multimedia, real-world application entities. The multimedia

[143], [188], [206]: the presentation (external) layer, the databasg contain.s informatioq abo_ut multimedia objects
abstract (conceptual) layer, and the physical (internal) Iayer,and their properties and relationships. The metadatabase
as shown in Fig. 42. The physical layer provides location stores c_ontent-dependent metadata extracted by the fe_ature—
transparency and media transparency of multimedia data processing module and used for content-based retrieval.

Multimedia data is typically uninterpreted and represented \sNI:er:]hZIIcs)\L/jvngtr)tmm;eErggﬁtS:r:T-gbar:ggmﬁz’rietgeanddat::tzsai
in the BLOB format. They may be centralized in a single Y P q

database system or distributed among multiple database sys':’m intelligent agent.

tems across the network. The physical layer maintains the

location description and hides the physical characteristics of V. CONCLUSIONS

media, such as media type and associated attributes, from Distributed multimedia applications emerge from ad-

the upper layer. For example, in audio data, the associatedvances in a variety of technologies, spawning new appli-
attributes include sampling rate, sample size, encoding cations that in turn push such technologies to their limits

method, number of channels, and QoS specification. Theand demand fundamental changes to satisfy a diversity of
abstract layer provides a conceptual view of the real world new requirements. With the rapid development of the In-

and creates abstract data objects for the upper layer. Thaernet, distributed multimedia applications are accelerating
major function is to perform a series of derivations from the realization of the information superhighway, creating

the raw media, such as extract, expand, or shrink [206]. For gigantic potential new markets, and ushering in a new era
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