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Spectral Modeling of Switched-Mode Power Converters
C. C. Chan, Fellow, IEEE, and Kwok-Tong Chau, Member, IEEE

Abstract—A new modeling approach for the spectral analysis of pulsewidth modulated (PWM) converters with independent inputs is developed. The key of this approach is to extend the Volterra functional series to nonlinear systems with multiple independent inputs. After formulating the state-space equations describing the dynamical behavior of PWM converters, the Volterra transfer function characterizing the output frequency response can be obtained, which is then symmetrised to form the spectral model. Since the model is developed in a closed form, it is suitable for computer analysis. The modeling approach has been applied to various PWM converters, and the results are verified. The spectral models of different power converters can readily be obtained by using this general approach.

I. INTRODUCTION

As the switching operation of power converters turns linear time-invariant systems into nonlinear time-varying systems, the modeling of power converters is one of the major research areas in power electronics. In general, it can be classified as the frequency-domain modeling [1] and the time-domain modeling [2]. The most systematic frequency-domain modeling approach has been that of the state-space averaging [3], which was successfully applied to all pulsewidth modulated (PWM) converters. The use of this technique has been made in deriving an approximated small-signal model of power converters, which provides a tool to access the local stability and is of capital importance in the design of feedback control loop. However, the small-signal modeling can neither handle the large-signal perturbations nor assess the spectral purity of waveforms in power converters. Although the spectral analysis is a well-established tool in signal processing, that finds wide applications in many branches of science and engineering, its application to power electronics is surprisingly little.

In [4], a nonlinear modeling approach was proposed to predict the higher harmonic spectral components of the converter output. The approach simply adopted the Taylor series expansion to model the extracted PWM switch. However, the extraction of the nonlinear switching element from the linear part of the overall system is a rough approximation, and it is also ill-suited to predict the intermodulation spectral components. Due to the presence of output low-pass filters, the low-frequency intermodulation spectral components have more significant effects than the higher harmonic spectral components on the purity of output waveforms.

The Volterra functional series has been used extensively in the spectral analysis of nonlinear circuits and systems. The general theory was mainly developed for single-input nonlinear systems with multiple tones [5]-[7], which were loosely named in [5] as systems with multiple inputs for single-input multitone communication receivers. Hence, the Volterra functional series has recently been applied to the spectral analysis of power converters [8]. However, this spectral analysis has been confined to the output voltage spectrum only contributed by the control signal input, and the spectral contamination contributed by the supply line input has been omitted. In fact, due to the inherent constraint in single-input systems, it is not possible to determine the converter output spectrum contributed simultaneously by the control and line inputs, which are independent of one another [9].

It is the purpose of this paper to newly extend the Volterra functional series to nonlinear systems with multiple independent inputs; in the following, for convenience, they are called multi-input systems. Hence, the spectral modeling of power converters, in the presence of independent inputs, is derived. In order to simplify the subsequent derivation, typical PWM converters (including buck, boost, and buck-boost topologies) are exemplified, where the control signal and line voltage are the independent inputs while the load voltage is the output. The spectral models of different power converters can be obtained by using this general approach.

In applying the Volterra functional series to power converters, the converter is firstly represented by a nonlinear large-signal continuous-time model using the state-space averaging technique. From this model, the output frequency response can be characterized by the Volterra transfer function. The converter spectral model can then be expressed in terms of the symmetrised Volterra transfer function. Moreover, various types of spectral contamination, such as the higher harmonic and intermodulation components, can be individually identified and determined. It should be noted that rather than using the general term of intermodulation as in single-input systems [5]-[8], it is divided into the terms of self-intermodulation and cross-intermodulation for multi-input systems. The former one is due to the intermodulation between tones of each input while another one is due to tones of different inputs.

Since the theory and properties of Volterra functional series for single-input systems have been described in [5]-[8], only a brief overview is given in Section II. Then the Volterra
functional series is extended to two-input systems, and finally
generalized to \(m\)-input systems. The output frequency re-
response of multiinput multitone nonlinear systems is discussed
in Section III. The spectral model of PWM converters is
derived in Section IV. Finally, the proposed approach is
exemplified and verified in Section V.

II. VOLterra Functional Series

Volterra first studied the functional series named after him
in 1880's as a generalization of the Taylor series expansion of
a function [10]. Volterra's book was a summary on its applica-
tion to the study of certain integral and integro-differential
equations [11]. The first application of the Volterra theory to
the analysis of a nonlinear device was by Wiener in 1942
[12]. However, the first systematic study of the application
of the Volterra functional series to nonlinear systems was
by Barrett in 1957 [13]. The development of the Volterra
theory of nonlinear systems has led to an extensive study
of its application to practical problems in many fields of
science and engineering such as system identification [14],
circuits [15], antennas [16], communications [17], machines
[18], fluid mechanics [19], biophysics [20], and physiology
[21]. Nevertheless, its application to problems in electrical
engineering has been concentrated on single-input multitone
nonlinear systems. In this section, the application of the
Volterra functional series is extended to multiinput multitone
nonlinear systems.

A. Single-Input Systems

For single-input analytic systems, the output \(y(t)\) can be
expressed as a Volterra functional series of the input \(u(t)\). Thus
\[
y(t) = \sum_{n=0}^{\infty} y_n(t)
\]
where
\[
y_n(t) = \begin{cases}
h_0 = h_0 & n = 0 \\
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(\tau_1, \tau_2, \cdots, \tau_n) \prod_{i=1}^{n} a(t - \tau_i) d\tau_i & n > 0
\end{cases}
\]
(1)
where \(y_n(t)\) is called the \(n\)-th order output of the system, and \(h_n(\tau_1, \tau_2, \cdots, \tau_n)\) is called the \(n\)-th order Volterra kernel of
the system. Its multiple Laplace transform
\[
H_n(s_1, s_2, \cdots, s_n) = \left\{ 
\begin{array}{cl}
h_0 = h_0 & n = 0 \\
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(\tau_1, \tau_2, \cdots, \tau_n) e^{-s_1 \tau_1 - s_2 \tau_2 - \cdots - s_n \tau_n} d\tau_1 d\tau_2 \cdots d\tau_n & n > 0
\end{array}
\right.
\]
is called the \(n\)-th order Volterra transfer function of the system.
Hence, the Volterra model of single-input nonlinear systems
is shown in Fig. 1.

B. Multiinput Systems

The aforementioned approach is herewith extended to sys-
tems with more than one input. As it will be realized, such
an extension is very desirable in the case of power electronics
systems. Since the first few terms of Volterra functional series
are usually sufficient to represent the output as long as the
nonlinearity of the system is not too violent, such as the system
discussed in this paper, only the first three orders are derived.
The higher order outputs can similarly be derived with ever
increasing edium by using the same procedure.

Firstly, a system with two inputs \(u(t)\) and \(v(t)\) and one
output \(y(t)\) is considered. Then proceeding similar to the single-input case, the
first few terms of (1) are given by
\[
y_0(t) = h_0
\]
\[
y_1(t) = y_0^u(t) + y_0^v(t)
\]
\[
y_2(t) = y_0^u(t) + y_0^v(t) + y_0^{uv}(t)
\]
(4)
(5)
(6)
The first-order output response is linearly scaled version of each input because there is no interaction between the tones of the two inputs.

Similarly, for a system with three inputs $a(t), b(t)$ and $c(t)$, the first-order term has the kernels $\{h^a_1(\tau), h^b_1(\tau), h^c_1(\tau)\}$, the second-order term has the kernels $\{h^{ab}_2(\tau_1, \tau_2), h^{ac}_2(\tau_1, \tau_3), h^{bc}_2(\tau_2, \tau_3)\}$, and the third-order term has the kernels $\{h^{abc}_3(\tau_1, \tau_2, \tau_3)\}$. Hence, for a system with $m$ inputs $\{k_i, i = 1, \ldots, m\}$, the first-order kernels are $\{h^k_i(\tau), i = 1, \ldots, m\}$, the second-order kernels are $\{h^{ik}(\tau_i, \tau_j), i, j = 1, \ldots, m \land i \neq j\}$, and the third-order kernels are $\{h^{ikjk}(\tau_i, \tau_j, \tau_l), l, i \neq j \land l \neq i, j\}$.

### III. OUTPUT FREQUENCY RESPONSE

Since the output frequency responses of single-input multitone systems has been described in [5]-[8], in this section, it is interested in discussing the output frequency response of multiinput multitone systems. Firstly, a two-input two-tone nonlinear system is considered. Let

$$a(t) = A_1 \cos \omega_1 t + A_2 \cos \omega_2 t$$
$$b(t) = B_1 \cos \omega_1 t + B_2 \cos \omega_2 t$$

be the independent inputs. By substituting (12) into (5) and then using (9), the first-order output response can be determined. Following the same procedure, the second- and the third-order output responses can also be obtained. Due to the nonlinearity of the system, the output response consists of various spectral components: the fundamental, higher harmonic, self-intermodulation and cross-intermodulation components. The first-, the second- and the third-order output responses are derived and tabulated in Tables I, II, and III, respectively. The name of each type of nonlinear responses, as labeled because of its effect in interference studies, is indicated in the last column of the tables.

From Table I, it is obvious that the first-order output response is linearly scaled version of each input because there is no interaction between the tones of the two inputs.
TABLE I
THE SECOND-ORDER OUTPUT RESPONSE

<table>
<thead>
<tr>
<th>Item</th>
<th>Frequency</th>
<th>Amplitude</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2\omega_d)</td>
<td>((1/2)A_1H_1^m(\omega_d,\omega_d))</td>
<td>Harmonic</td>
</tr>
<tr>
<td>2</td>
<td>(2\omega_d)</td>
<td>((1/2)A_2H_2^m(\omega_d,\omega_d))</td>
<td>Harmonic</td>
</tr>
<tr>
<td>3</td>
<td>(2\omega_d)</td>
<td>((1/2)B_1H_1^m(\omega_d,\omega_d))</td>
<td>Harmonic</td>
</tr>
<tr>
<td>4</td>
<td>(2\omega_d)</td>
<td>((1/2)B_2H_2^m(\omega_d,\omega_d))</td>
<td>Harmonic</td>
</tr>
<tr>
<td>5</td>
<td>(\omega_1-\omega_2)</td>
<td>((1/2)A_1H_1^m(\omega_1,\omega_2))</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>6</td>
<td>(\omega_2-\omega_1)</td>
<td>((1/2)A_2H_2^m(\omega_1,\omega_2))</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>7</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)A_1H_1^m(\omega_1,\omega_2))</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>8</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)A_2H_2^m(\omega_1,\omega_2))</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>9</td>
<td>(\omega_1-\omega_2)</td>
<td>((1/2)B_1H_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>10</td>
<td>(\omega_2-\omega_1)</td>
<td>((1/2)B_2H_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>11</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)B_1H_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>12</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)B_2H_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>13</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)A_1B_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>14</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)A_2B_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>15</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)B_1B_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>16</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)B_2B_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>17</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)A_1B_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>18</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)A_2B_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>19</td>
<td>(\omega_1+\omega_2)</td>
<td>((1/2)B_1B_1^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
<tr>
<td>20</td>
<td>(\omega_2+\omega_1)</td>
<td>((1/2)B_2B_2^m(\omega_1,\omega_2))</td>
<td>Cross-Intermodulation</td>
</tr>
</tbody>
</table>

For the second-order response listed in Table I, items 1-4 are the second harmonic components, items 5-12 are the second-order self-intermodulation components contributed by two tones of each input, and items 13-20 are the second-order cross-intermodulation components contributed by two tones of different inputs. It can be found that items 5, 6, 9, and 10 are dc components, which can contribute an additional positive or negative dc offset to the output. Similar to the second-order response, the third-order response consists of the third harmonic, self-intermodulation and cross-intermodulation components. It should be noted that both self- and cross-intermodulation may contribute to the fundamental frequency components \{\(\omega_x, \omega_y, \omega_z\); for example, items 9, 11, 57, and 58 have contributions at \(\omega_z\). However, these higher order contributions are usually of much smaller amplitude when compared with the lowest order contribution at a particular frequency.

In general, for a system with \(m\) inputs \(\{k_i; i = 1, \ldots, m\}\) and the \(i\)th input is composed of \(Q_i\) tones \(\{\omega_{ix}; x = 1, \ldots, Q_i; i = 1, \ldots, m\}\) and the fundamental frequency components \(\{\omega_{ix}; i = 1, \ldots, m\}\) and \(x = 1, \ldots, Q_i\). Similarly, the second-order output response has the second-order transfer functions \(H_2^{ijk}; k = 1, \ldots, m\) and various frequency components \(\{\omega_{ix} + \omega_{iy}; i, j = 1, \ldots, m; x = 1, \ldots, Q_i; y = 1, \ldots, Q_j\}\). The 3rd order output response has the 3rd order transfer functions \(H_3^{ijk}; k = 1, \ldots, m\) and \(i \leq j \leq l\) and various frequency components \(\{\omega_{ix} \pm \omega_{iy} \pm \omega_{iz}; i, j, l = 1, \ldots, m; x = 1, \ldots, Q_i; y = 1, \ldots, Q_j; z = 1, \ldots, Q_l\}\).

IV. SPECTRAL MODELS OF POWER CONVERTERS

Having extended the Volterra functional series to multiinput multitone nonlinear systems and then derived the output frequency response of two-input two-tone systems, the approach is herewith applied to find the spectral model of power converters.

A. Formulation of State-Space Equation

The first step in deriving the spectral model is to formulate the state-space equation of power converters. There is no doubt that the state-space averaging technique is one of the most systematic methods to obtain a large-signal continuous-time model of the converter. This technique is valid when the natural frequencies of the converter are all well below the switching frequency, which is the case for a practical PWM converter with switching frequencies ranging from tens of kilohertz to hundreds of kilohertz.

The generalized state-space equation for various power converters operating in the continuous conduction mode can be expressed as

\[
\frac{dx}{dt} = [\mu C_1 + (1 - \mu)C_2]x + [\mu D_1 + (1 - \mu)D_2]u
\]

\[
y = [\mu F_1 + (1 - \mu)F_2]x + [\mu F_1 + (1 - \mu)F_2]u
\]

where \(\mu\) is the average parameter of the switch, matrices
### TABLE III
THE THIRD-ORDER OUTPUT RESPONSE. (a) HARMONIC AND SELF-INTERMODULATION COMPONENTS. (b) CROSS-INTERMODULATION COMPONENTS

<table>
<thead>
<tr>
<th>Item</th>
<th>Frequency</th>
<th>Amplitude</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$3u_{w1}$</td>
<td>$(1/4)A_1H_1^{m_1}(u_{w1},z_{w1},\delta)$</td>
<td>Harmonic</td>
</tr>
<tr>
<td>2</td>
<td>$3u_{w2}$</td>
<td>$(1/4)A_1H_1^{m_1}(u_{w2},z_{w2},\delta)$</td>
<td>Harmonic</td>
</tr>
<tr>
<td>3</td>
<td>$3u_{w3}$</td>
<td>$(1/4)A_1H_1^{m_1}(u_{w3},z_{w3},\delta)$</td>
<td>Harmonic</td>
</tr>
<tr>
<td>4</td>
<td>$3u_{w4}$</td>
<td>$(1/4)A_1H_1^{m_1}(u_{w4},z_{w4},\delta)$</td>
<td>Harmonic</td>
</tr>
<tr>
<td>5,6</td>
<td>$u_{w5} \pm u_{w6}$</td>
<td>$(3/4)A_1A_2H_1^{m_1}(u_{w5},z_{w5},\delta) \pm (3/4)A_1A_2H_1^{m_1}(u_{w6},z_{w6},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>7,8</td>
<td>$2u_{w1} \pm u_{w2}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w1},z_{w1},\delta) \pm (3/4)A_2H_1^{m_1}(u_{w2},z_{w2},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>9</td>
<td>$2u_{w3} - u_{w1}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w3},z_{w3},\delta) - (3/4)A_2H_1^{m_1}(u_{w1},z_{w1},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>10</td>
<td>$2u_{w4} - u_{w2}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w4},z_{w4},\delta) - (3/4)A_2H_1^{m_1}(u_{w2},z_{w2},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>11</td>
<td>$u_{w5} \pm u_{w6} + u_{w1}$</td>
<td>$(3/2)A_1A_2H_1^{m_1}(u_{w5},z_{w5},\delta) \pm u_{w1}$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>12</td>
<td>$u_{w5} \pm u_{w6} + u_{w2}$</td>
<td>$(3/2)A_1A_2H_1^{m_1}(u_{w5},z_{w5},\delta) \pm u_{w2}$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>13,14</td>
<td>$u_{w5} \pm u_{w6}$</td>
<td>$(3/2)A_1A_2H_1^{m_1}(u_{w5},z_{w5},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>15,16</td>
<td>$u_{w5} \pm u_{w6}$</td>
<td>$(3/2)A_1A_2H_1^{m_1}(u_{w6},z_{w6},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>17</td>
<td>$2u_{w1} - u_{w1}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w1},z_{w1},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>18</td>
<td>$2u_{w2} - u_{w2}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w2},z_{w2},\delta)$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>19</td>
<td>$2u_{w3} - u_{w1}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w3},z_{w3},\delta) - u_{w1}$</td>
<td>Self-Intermodulation</td>
</tr>
<tr>
<td>20</td>
<td>$2u_{w4} - u_{w2}$</td>
<td>$(3/4)A_2H_1^{m_1}(u_{w4},z_{w4},\delta) - u_{w2}$</td>
<td>Self-Intermodulation</td>
</tr>
</tbody>
</table>

(b)

For PWM converters, the average parameter of the switch is the duty cycle $\delta$, the excitation is the supply line voltage $v_g$, and the matrices $F_1$ and $F_2$ become zero. The corresponding state-space equations are rewritten as

$$
\frac{dx}{dt} = [\delta C_1 + (1 - \delta)C_2]x + [\delta D_1 + (1 - \delta)D_2]v_g$$

$$v_0 = [\delta E_1 + (1 - \delta)E_2]x$$

where $v_0$ is the output voltage across the resistive load.

$C_1, C_2, D_1, D_2, E_1, E_2, F_1,$ and $F_2$ are all functions of the converter topology, $x$ is the state vector, $u$ is the excitation, and $y$ is the output [22].
Perturbations in $\delta$ and $v_\phi$ causes perturbations in $x$ and $v_0$.
Thus
\[
\begin{align*}
\delta &= \bar{\delta} + \delta \\
v_\phi &= \bar{v}_\phi + \tilde{v}_\phi \\
x &= \bar{x} + \tilde{x} \\
v_0 &= \bar{v}_0 + \tilde{v}_0
\end{align*}
\]
where steady-state and perturbed quantities are indicated with a bar and a tilde, respectively. By substituting (15) into (14) and then separating the steady-state and perturbed quantities, the state-space equation describing the steady-state behavior of PWM converters can be expressed as
\[
\begin{align*}
\frac{d\bar{x}}{dt} &= [BC_1 + (1 - \bar{\delta})C_2]\bar{\bar{x}} + [\bar{\delta}D_1 + (1 - \bar{\delta})D_2]\bar{v}_\phi = 0 \\
\bar{v}_0 &= [\bar{\delta}E_1 + (1 - \bar{\delta})E_2]\bar{\bar{x}}
\end{align*}
\]
and the following state-space equation describing its dynamical behavior
\[
\begin{align*}
\frac{d\tilde{x}}{dt} &= K_1\tilde{x} + K_2\tilde{\delta} + K_3\tilde{v}_\phi + K_4\bar{x} + K_5\bar{\bar{x}} \\
\tilde{v}_0 &= K_6\tilde{x}
\end{align*}
\]
where
\[
\begin{align*}
K_1 &= \bar{\delta}C_1 + (1 - \bar{\delta})C_2 \\
K_2 &= (C_1 - C_2)\bar{x} + (D_1 - D_2)\bar{v}_\phi \\
K_3 &= \bar{\delta}D_1 + (1 - \bar{\delta})D_2 \\
K_4 &= C_1 - C_2 \\
K_5 &= D_1 - D_2 \\
K_6 &= \bar{\delta}E_1 + (1 - \bar{\delta})E_2
\end{align*}
\]
can be obtained. It should be noted that the product terms with coefficients $K_4$ and $K_5$ in (17) represent the nonlinearity of PWM converters.

B. Determination of Transfer Functions

Having derived the state-space equation describing the dynamical behavior of PWM converters, the first-, the second- and the third-order Volterra transfer functions can be determined. A convenient method of evaluating these transfer functions is the so-called "probing" or "harmonic input" method [5]. The system is first "probed" by two single-exponential inputs
\[
\begin{align*}
\tilde{\delta}(t) &= \alpha(t) = e^{\sigma_1 t} \\
\tilde{v}_\phi(t) &= \beta(t) = e^{\sigma_2 t}
\end{align*}
\]
and the state vector is expressed as
\[
\tilde{x} = G_1^T(s_\phi)e^{\sigma_1 t} + G_2^T(s_\phi)e^{\sigma_2 t} + \ldots
\]
where $G_1^T(s_\phi)$ and $G_2^T(s_\phi)$ are to be determined. The terms hidden in the ellipsis in (20) have no contribution to the terms of interest and are omitted. By substituting (19) into (5) and then using (9), it can be found that the coefficients of $e^{\sigma_1 t}$ and $e^{\sigma_2 t}$ are $H_1^T(s_\phi)$ and $H_2^T(s_\phi)$, respectively. Hence, using (17) and (20), the following relationship
\[
\begin{align*}
H_1^T(s_\phi) &= K_6G_1^T(s_\phi) \\
H_2^T(s_\phi) &= K_6G_2^T(s_\phi)
\end{align*}
\]
can be obtained. By substituting (19) and (20) into (17) and then equating the coefficients of $e^{\sigma_1 t}$ and $e^{\sigma_2 t}$, $G_1^T(s_\phi)$ and $G_2^T(s_\phi)$ can be determined respectively. Thus (21) can be rewritten as
\[
\begin{align*}
H_1^T(s) &= K_6(sI - K_1)^{-1}K_2 \\
H_2^T(s) &= K_6(sI - K_1)^{-1}K_3
\end{align*}
\]
which are the first-order transfer functions.

Proceeding similarly with two two-exponential inputs
\[
\tilde{\delta}(t) = \alpha(t) = e^{\sigma_1 t} + e^{\sigma_2 t} \\
\tilde{v}_\phi(t) = \beta(t) = e^{\sigma_1 t} + e^{\sigma_2 t}
\]
and the resulted expressions
\[
\begin{align*}
H_2^{aa}(s_1, s_2) &= K_6[(s_1 + s_2)I - K_1]^{-1}K_4(s_1I - K_1)^{-1}K_2 \\
H_2^{ab}(s_1, s_2) &= K_6[(s_1 + s_2)I - K_1]^{-1} \\
&\times [K_4(s_2I - K_1)^{-1}K_3 + K_5] \\
H_2^{bb}(s_1, s_2) &= 0
\end{align*}
\]
are the second-order transfer functions. Following the same procedure with two three-exponential inputs, the third-order transfer functions
\[
\begin{align*}
H_3^{aaa}(s_1, s_2, s_3) &= K_6[(s_1 + s_2 + s_3)I - K_1]^{-1} \\
&\times [K_4(s_2I - K_1)^{-1}K_3 + K_5] \\
H_3^{aab}(s_1, s_2, s_3) &= 0 \\
H_3^{abb}(s_1, s_2, s_3) &= 0
\end{align*}
\]
can be deduced. It should be noted that $H_2^{bb}(s_1, s_2)$, $H_3^{aab}(s_1, s_2, s_3)$, and $H_3^{abb}(s_1, s_2, s_3)$ are zero because there is no interaction between the tones of $\tilde{v}_\phi$ as given in (17).

Since the resulted transfer functions may not be symmetric, by using (3), the symmetrised nonzero transfer functions are listed as follows
\[
\begin{align*}
H_1^T(s) &= H_1^T(s) \\
H_2^T(s) &= H_2^T(s) \\
H_2^{aa}(s_1, s_2) &= \frac{1}{2}[H_2^{ao}(s_1, s_2) + H_2^{oa}(s_2, s_1)] \\
H_2^{ab}(s_1, s_2) &= \frac{1}{2}[H_2^{ac}(s_1, s_2) + H_2^{ca}(s_2, s_1)] \\
H_2^{bb}(s_1, s_2) &= 0
\end{align*}
\]
In order to verify the proposed spectral modeling approach as well as to testify its accuracy, it is compared with the results obtained from PSpice simulation [23]. For a particular case, both of the modeling and simulation results are further compared with the experimental results. Firstly, by using PSpice to perform a tedious startup transient time-domain simulation, the steady-state output waveform can be obtained. Then by applying the Fast Fourier Transform (FFT) to the steady-state waveform, the output spectral components can be determined. Secondly, by using (22) and (24)–(28) as well as Tables I, II, and III, the output spectral components can also be determined. Hence, the FFT results can be numerically compared with the proposed Volterra functional series (VFS) results. It should be noted that the FFT results are obtained with the expense of several hours for the time-domain simulation while the VFS results are obtained within a second. Typical PWM converters are used for exemplification.

### V. VERIFICATION

#### A. PWM Buck Converters

As shown in Fig. 3(a), the PWM buck converter operating at 50 kHz has component values of $L = 500 \mu H$, $C = 10 \mu F$, and $R = 10 \Omega$. The control signal and line voltage

\[
\delta = 0.5 + 0.1 \cos 2\pi(700)t + 0.1 \cos 2\pi(800)t \\
\psi_g = 20 + 4 \cos 2\pi(200)t + 4 \cos 2\pi(300)t \quad V
\]

are the two independent two-tone inputs.

#### B. PWM Boost Converters

The schematic of the PWM boost converter is shown in Fig. 3(b). It is also operated at 50 kHz and has component values of $L = 500 \mu H$, $C = 10 \mu F$, and $R = 10 \Omega$. The

![Fig. 3. Typical PWM converters. (a) Buck. (b) Boost. (c) Buck-boost.](image-url)

![Fig. 4. Output voltage of buck converter. (a) Waveform using PSpice. (b) Spectrum using FFT. (c) Spectrum using VFS.](image-url)
TABLE V
SPECTRAL COMPONENTS OF BOOST CONVERTER OUTPUT VOLTAGE

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>FFT Magnitude (dB)</th>
<th>VFS Magnitude (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>-14.1</td>
<td>-14.1</td>
</tr>
<tr>
<td>300</td>
<td>-14.2</td>
<td>-14.1</td>
</tr>
<tr>
<td>500</td>
<td>-28.0</td>
<td>-28.1</td>
</tr>
<tr>
<td>700</td>
<td>-12.5</td>
<td>-12.6</td>
</tr>
<tr>
<td>800</td>
<td>-12.3</td>
<td>-12.3</td>
</tr>
<tr>
<td>1000</td>
<td>-25.5</td>
<td>-25.3</td>
</tr>
<tr>
<td>1400</td>
<td>-26.0</td>
<td>-25.9</td>
</tr>
<tr>
<td>1500</td>
<td>-21.1</td>
<td>-20.8</td>
</tr>
<tr>
<td>1600</td>
<td>-26.9</td>
<td>-26.8</td>
</tr>
</tbody>
</table>

TABLE VI
SPECTRAL COMPONENTS OF BOOST AMPLIFIER OUTPUT LOAD CURRENT

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Measurement FFT Magnitude (dB)</th>
<th>VFS Magnitude (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>-27</td>
<td>-28.0</td>
</tr>
<tr>
<td>700</td>
<td>0</td>
<td>-0.4</td>
</tr>
<tr>
<td>800</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>900</td>
<td>-27</td>
<td>-27.9</td>
</tr>
<tr>
<td>1400</td>
<td>-17</td>
<td>-15.9</td>
</tr>
<tr>
<td>1500</td>
<td>-11</td>
<td>-10.1</td>
</tr>
<tr>
<td>1600</td>
<td>-17</td>
<td>-16.6</td>
</tr>
<tr>
<td>2100</td>
<td>-39</td>
<td>-35.5</td>
</tr>
<tr>
<td>2200</td>
<td>-28</td>
<td>-26.7</td>
</tr>
<tr>
<td>2300</td>
<td>-30</td>
<td>-28.1</td>
</tr>
<tr>
<td>2400</td>
<td>-41</td>
<td>-39.0</td>
</tr>
</tbody>
</table>

Fig. 6. PSpice simulated output load current waveform of boost amplifier.

Different to the buck converter, $K_4$ in (17) is not zero for the boost converter, which implies that the interaction between the tones of $\delta$ as well as the interaction between the tones of $\delta$ and $\delta g$ exist. Thus the frequency band of the spectrum as shown in Fig. 5(b) or (c) is much wider than that for the buck converter.

Moreover, the boost converter can be used as an amplifier by translating perturbations in the control signal into voltage excursions at the converter output while maintaining the supply line voltage constant. By using the same boost amplifier as that of [8], the steady-state output load current waveform resulted from the PSpice simulation is shown in Fig. 6. Thus the FFT and the VFS spectral components are compared with the experimental results obtained in [8]. As seen in Table VI, the agreement is good.

C. PWM Buck-Boost Converters

Since it is interesting to apply the proposed approach to other commonly used converter topologies, the approach is further applied to the PWM buck-boost converter as shown in Fig. 3(c). Also, in order to show the validity of the resulted model under other switching frequencies, the converter is operated at 20 kHz while its component values and large-signal perturbations are the same as those of the buck and the boost converters. Following the previous procedure, the steady-state output voltage waveform is shown in Fig. 7(a), the FFT spectrum is plotted in Fig. 7(b), the VFS spectrum is plotted in Fig. 7(c), and the significant spectral components are tabulated in Table VII. Again, the agreement is very good.
Similar to the boost converter, $K_4$ in (17) is not zero for the buck-boost converter. Thus the frequency band of the spectrum as shown in Fig. 7(b) or (c) is much wider than that for the buck converter.

VI. CONCLUSION

The spectral modeling of power converters has been proposed and verified. The modeling approach is to newly extend the Volterra functional series to nonlinear multiinput systems, such as PWM converters with control signal and supply line inputs. The spectral model of PWM converters has been developed in a closed form, which is very useful for computer-aided spectral analysis. Thus, by adjusting proper system parameters, one can minimize certain spectral components which may be harmful to the system.

The modeling approach has been successfully applied to various PWM converters including the buck, the boost, and the buck-boost topologies. It can be found that the buck converter has a relatively narrow frequency band of output voltage spectrum while the frequency band of the boost or the buck-boost converter is much wider, which can be accurately predicted by the proposed approach. Finally, the approach is so general that it can readily be extended to other power conversion systems.
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