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The dipolar hard sphere fluid (DHSF) is a useful model of a polar fluid. However, the DHSF lacks a vapor–liquid transition due to the formation of chain-like structures. Such chains are not characteristic of real polar fluids. A more realistic model of a polar fluid is obtained by adding a Lennard–Jones potential to the intermolecular potential. Very similar results are obtained by adding a Yukawa potential, instead of the Lennard–Jones potential. We call this fluid the dipolar Yukawa fluid (DYF). We show that an analytical solution of the mean spherical approximation (MSA) can be obtained for the DYF. Thus, the DYF has many of the attractive features of the DHSF. We find that, within the MSA, the Yukawa potential modifies only the spherically averaged distribution function. Thus, although the thermodynamic properties of the DYF differ from those of the DHSF, the MSA dielectric constant of the DYF is the same as that of the DHSF. This result, and some other predictions, are tested by simulations and are found to be good approximations. © 1999 American Institute of Physics. [S0021-9606(99)50815-5]

I. INTRODUCTION

Wertheim’s analytic solution\textsuperscript{1} of the mean spherical approximation (MSA) integral equation for the dipolar hard sphere fluid (DHSF) was the first advance in our understanding of polar fluids since the work of Onsager.\textsuperscript{2} The DHSF fluid has been used in studies of ionic fluids.\textsuperscript{3} The DHSF has a tendency to form chain-like structures that prevent vapor–liquid coexistence.\textsuperscript{4} Vapor–liquid coexistence will occur if a sufficient amount of dispersion forces is present. Thus, there has been interest recently in the Stockmayer fluid (STMF), where the interaction is the sum of a Lennard–Jones (LJ) potential and a point-dipole interaction.\textsuperscript{5} Unfortunately, the STMF does not lend itself to an analytical solution of any of the usual integral equations used in the theory of fluids. Analytical expressions can be obtained from perturbation theory with suitable simplifications.\textsuperscript{6,7}

An alternative procedure would be to use a Yukawa potential to represent the dispersion force. This model, the dipolar Yukawa fluid (DYF), should have many, perhaps all, of the advantages of the STMF. In particular, we show that there is an analytic solution of the MSA for this fluid. Thus, the DYF is at least as useful a model of a polar fluid as is the DHSF.
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II. THEORY

The pair potential of the DYF is

\begin{equation}
\begin{aligned}
\nu(r_1, r_2) &= \begin{cases} 
\infty, & R_{12} < \sigma \\
- \frac{\epsilon_Y \sigma}{R_{12}} \exp[-\lambda(R_{12} - \sigma)] - \frac{\mu^2}{R_{12}} \Delta(1,2), & R_{12} > \sigma,
\end{cases}
\end{aligned}
\end{equation}

where \(\epsilon_Y\) and \(\lambda\) specify the depth and the range of the dispersion interaction. The subscript \(Y\) is used in the energy parameter \(\epsilon_Y\) to distinguish it from the dielectric constant \(\epsilon\). The value \(\lambda = 1.8/\sigma\) results in thermodynamic functions of the Yukawa fluid that are similar to those of the LJ fluid.\textsuperscript{8} The parameters \(\sigma\) and \(\mu\) are the diameter and the dipole moment of a molecule, respectively. Finally,

\begin{equation}
D(1,2) = 3(\hat{\mu}_1 \cdot \hat{R}_{12})(\hat{\mu}_2 \cdot \hat{R}_{12}) - \Delta(1,2),
\end{equation}

where

\begin{equation}
\Delta(1,2) = \hat{\mu}_1 \cdot \hat{\mu}_2,
\end{equation}

\(\mu_i\) is the dipole moment, with direction, of molecule \(i\),

\begin{equation}
R_{12} = r_1 - r_2,
\end{equation}

and

\begin{equation}
R_{12} = |R_{12}|.
\end{equation}

The caret over the vector indicates that the vector is a unit vector, i.e., \(\hat{R}_{12} = R_{12}/R_{12}\) and \(\hat{\mu}_i = \mu_i/\mu\). The three functions, 1, \(\Delta(1,2)\), and \(D(1,2)\) are orthogonal functions.
The MSA is based upon the combination of the Ornstein–Zernike (OZ) relation

\[ h(1,2) = c(1,2) + \rho \int h(1,3) c(2,3) \, dr_3, \]

where \( g(1,2) = h(1,2) + 1 \) is the pair distribution function (PDF), and \( c(1,2) \) is the direct correlation function (DCF), with

\[ h(1,2) = -1, \quad R_{12} < \sigma, \]
\[ c(1,2) = -\beta u(1,2), \quad R_{12} > \sigma. \]

The function \( h(1,2) \) is usually called the total correlation function (TCF). The symbol \( \beta = 1/kT \), where \( k \) is the Boltzmann constant and \( T \) is the temperature. The symbol \( \rho = N/V \), where \( N \) is the number of molecules in the system and \( V \) is the volume. For simplicity, we use the notation \( D(1,2) \).

Following Wertheim, we use the Fourier transform, \( \overline{f}(k) = \int f(R) \exp[ik \cdot R] \, dR \), to obtain the solution of our equation. The Fourier transform of \( g_s(R_{12}) \) and \( h_A(R_{12}) \) is obtained easily using

\[ \overline{f}(k) = \frac{4 \pi}{k} \int_0^\infty R f(R) \sin(kR) \, dR \]
\[ = 4 \pi \int_0^\infty R^2 f(R) j_2(kR) \, dR. \]

The Fourier transform of \( h_D(R_{12})D(1,2) \) is more complex since \( D(1,2) \) is a function of \( r_1 \) and \( r_2 \). However, using Eq. (12),

\[ \text{FT}[h_D(R_{12})D(1,2)] = \overline{h}_D(k) D(1,2), \]

where

\[ D(1,2) = 3(\hat{\mu}_1 \cdot \hat{k})(\hat{\mu}_2 \cdot \hat{k}) - (\hat{\mu}_1 \cdot \hat{\mu}_2), \]

and \( \overline{h}(k) \) is given by the Hankel transform

\[ \overline{h}_D(k) = -4 \pi \int_0^\infty R^2 j_2(kR) h_D(R) \, dR. \]

The functions \( j_0(kR) \) and \( j_2(kR) \) in Eqs. (13) and (16) are the spherical Bessel functions.

It is convenient to rewrite Eq. (14) as

\[ \text{FT}[h_D(R_{12})D(1,2)] = \overline{h}_D(k) D(1,2), \]

where \( \overline{h}_D(k) \) is the Fourier transform of \( H_D(R_{12}) \), which is related to \( h_D(R_{12}) \) by

\[ H_D(R) = h_D(R) - 3 \int_R^\infty \overline{h}_D(R') \frac{dR'}{R}. \]

Because of the orthogonality of the basis functions, the transformed OZ relation decomposes into the equations

\[ \overline{h}_D(k) = \overline{c}_s(k) + \rho \overline{h}_s(k) \overline{c}_s(k), \]
\[ \overline{h}_A(k) = \overline{c}_s(k) + \frac{1}{4} \rho [\overline{h}_A(k) \overline{c}_s(k) + 2 \overline{H}_D(k) \overline{C}_D(k)], \]

and

\[ \overline{H}_D(k) = \overline{C}_D(k) + \frac{1}{4} \rho [\overline{H}_A(k) \overline{C}_D(k) + \overline{H}_D(k) \overline{C}_A(k)] \]
\[ + \overline{h}_D(k) \overline{C}_D(k). \]

The function \( C_D(R) \) and its transform \( \overline{C}_D(k) \) are defined analogously to \( H_D(R) \) and \( \overline{H}_D(k) \). Note that Eq. (19) is decoupled from Eqs. (20) and (21). The functions \( h_s(R) \) and \( c_s(R) \) satisfy

\[ h_s(R) = -1, \quad R < \sigma, \]
\[ c_s(R) = \frac{\beta e y \sigma}{R} \exp[-\lambda(R - \sigma)], \quad R > \sigma. \]

Thus, \( h_s(R) \) and \( c_s(R) \) are precisely the TCF and DCF that results from the solution of the MSA for the Yukawa fluid, i.e., the fluid defined by Eq. (1), with \( \mu = 0 \). The DCF and thermodynamics of this fluid have been given by Waisman. The functions \( h_A(R) \), \( H_A(R) \), \( C_A(R) \), and \( C_D(R) \) satisfy

\[ h_A(R) = 0, \quad R < \sigma, \]
\[ c_A(R) = 0, \quad R > \sigma, \]

and

\[ H_D(R) = -3K, \quad R < \sigma, \]
\[ C_D(R) = 0, \quad R > \sigma, \]

where

\[ K = \frac{\int_0^\infty h_D(R) \, dR}{R}. \]
Wertheim has shown that the solution of Eqs. (20), (21), (23), and (24) is

$$h_D(R) = 2K[\theta^{\text{PY}}(R; 2K\rho) - \theta^{\text{HY}}(R; -K\rho)],$$

and

$$H_D(R) = 2K[\theta^{\text{HY}}(R; 2K\rho) + \frac{1}{2}\theta^{\text{HY}}(R; -K\rho)],$$

where $\theta^{\text{HY}}(R; \xi)$ is the solution of the Percus–Yevick (PY) equation for hard spheres (HS) for a given distance, $R$, and density, $\xi$, i.e., the fluid given by Eq. (1) with both $\epsilon_\gamma = 0$ and $\mu = 0$. The equations for $c_D(R)$ and $C_D(R)$ are analogous to Eqs. (26) and (27).

The parameter $K$ is given by the formula due to Wertheim:

$$\frac{(1+4K\eta)^2}{(1-2K\eta)^4} - \frac{(1-2K\eta)^2}{(1+K\eta)^4} = 3y,$$

where $\eta = \pi \rho \sigma^3 / 6$ and $y = 4\pi \rho \beta \mu^2 / 9$. Note that $0 < K \eta < 1/2$.

The dielectric constant is given by Wertheim’s formula:

$$\epsilon = \frac{(1+4K\eta)^2(1+K\eta)^4}{(1-2K\eta)^6}.$$  

Because the equations for $g_M(R)$ and $c_M(R)$, and those for $h_D(R)$, $c_D(R)$, $H_D(R)$, and $C_D(R)$ decouple in the MSA, the thermodynamics will also be additive. This cannot be exactly true because simulation studies for the DHSF have shown that $g_S(R)$ increases slightly near contact as the dipole moment is turned on. However, it is to be hoped that it will be true, within a reasonable approximation.

The energy is given by

$$\frac{E - E_0}{NkT} = -3K_\gamma,$$

where $E_0 / NkT$ is the energy of the YF. Assuming that the energy is the best route to the free energy and pressure, we have

$$\frac{A - A_0}{NkT} = -K_\gamma \eta \left[ \frac{8}{(1-2K\eta)^4} \left( \frac{1+K\eta}{1+K\eta} \right)^2 \right] + \left( \frac{2-K\eta}{1+K\eta} \right)^2,$$

and

$$\frac{p - p_0}{\rho kT} = K_\gamma \eta \left[ \frac{8}{(1-2K\eta)^4} \left( \frac{1+K\eta}{1+K\eta} \right)^2 \right] - 3K\gamma,$$

where $E_0$, $A_0$, and $p_0$ are the values of these functions for the YF. These can be calculated implicitly from the formulas of Waisman, with the simplifications of Ho and Stell and Ginoza or explicitly from the approximate formulas of Henderson et al.$^{10}$

Before examining the properties of the DYF, we first investigate the independence of $g_S(R)$, $h_D(R)$, and $h_D(R)$ by simulations. Firstly, we start with a YF and examine the degree to which $g_S(R)$ changes as $\mu$ is increased at constant $\epsilon_\gamma$. Secondly, we start with the DHSF and examine the degree to which $h_D(R)$, $h_D(R)$, and $\epsilon$ change as $\epsilon_\gamma$ is increased at constant $\mu$ and constant temperature. Thirdly, we report some results for vapor–liquid equilibria in the DYF. For the parameters chosen, there is no evidence of chain-like structures.

### III. SIMULATIONS

The bulk simulations were performed in the canonical ($NVT$) ensemble using the usual Boltzmann sampling and periodic boundary conditions. A spherical cutoff of half the cell length was applied, and long range corrections (LRC) were taken into account. The LRC of the dipole–dipole interaction was calculated on the basis of the reaction field (RF) method$^{11}$ using the conducting boundary condition ($\epsilon_{\text{RF}} \to \infty$), while the LRC of the Yukawa–tail was obtained from

$$U_{\text{Y}}^{\text{LRC}} = -2\pi N\rho \epsilon_\gamma \sigma (R_c \lambda^{-1} + \lambda^{-2}) \exp[-\lambda(R_c - \sigma)],$$

where $R_c$ is the cutoff radius.

The dielectric constant of the fluid can be obtained from the equation

$$\epsilon - 1)(2\epsilon_{\text{RF}} + 1)\epsilon + 2\epsilon_{\text{RF}} = 3y \gamma K,$$

where $\gamma K$ is the Kirkwood $g$-factor, and it is related to the fluctuation of the total dipole moment in the simulation cell in following manner:

$$g_K = \frac{\langle M^2 \rangle - \langle M \rangle^2}{N \mu^2} = \frac{\langle M^2 \rangle}{N \mu^2}.$$  

The latter equality is due to the fact that in zero field $\langle M \rangle = 0$.

Simulations were performed at reduced density $\rho \sigma^3 = 0.8$ for $\lambda = 1.8/\sigma$ for various values of $\beta \epsilon_\gamma$ and $\beta \mu^2/\sigma^3$. Some results for the contact value of the radial distribution function, $g_S(\sigma^+)$, the energy, the pressure, and the dielectric constant can be seen in Table I. The results obtained for YF agree well with previous MC$^8$ and molecular dynamics$^{12}$ data. Further, the results obtained for the DHS show good agreement with the simulation results of Levesque et al.$^{13,14}$ and Lomba et al.$^{15}$ The simulation values for hard spheres (HSF) are those of Barker and Henderson.$^{16}$

From Table I it is evident that turning on the Yukawa–tail has a strong effect on the energy of the fluid. The dielectric constant, on the contrary, is relatively insensitive to changes in the value of $\beta \epsilon_\gamma$. This is exactly what the MSA predicts.

Also the distribution functions $g_S(R)$, $h_D(R)$, and $h_D(R)$ behave according to the predictions of the MSA. Figure 1 shows $g_S(R)$ of the DYF for various dipole moments, while in Figs. 2 and 3 the projections $h_D(R)$ and $h_D(R)$ can be seen for various values of $\beta \epsilon_\gamma$. It is seen that $g_S(R)$ is relatively insensitive to $\mu^2 \sigma^3$. Of course, as is seen in Table I, some change occurs at contact. The functions $h_D(R)$ and $h_D(R)$ do not depend on $\beta \epsilon_\gamma$, at least at the studied parameters of the DYF.

In Figs. 4 and 5 we report MSA and simulation values for vapor–liquid coexistence in the DYF for $\beta \mu^2/\sigma^3 = 0$ and 1. The simulation results were obtained using the extended
NpT plus test particle (NpT+TP) method, described in details in our previous work.\textsuperscript{17,18} We only give an outline here. Prescribing the point $(\beta_0, p_0)$ in the $\beta, p$ parameter plane, the reduced chemical potential $(\beta g)$ can be expanded into a two dimensional Taylor series about the point $(\beta_0, p_0)$ up to third order:

$$
\beta g(\beta, p) = \beta_0 g(\beta_0, p_0) + \sum_{n=1}^{3} \frac{1}{n!} (\beta - \beta_0) \frac{\partial^n}{\partial p^n} g(\beta, p)_{(p, \beta = \beta_0)} + o(p).
$$

The coefficients of the series can be derived from simple thermodynamic relations on the basis of the derivatives of the enthalpy and volume of the system with respect to $\beta$ and $p$ and can be calculated from fluctuation formulas by performing an NpT+TP MC simulation at the $(\beta_0, p_0)$ point. All these derivatives and fluctuation formulas have been given.\textsuperscript{17} Performing this procedure for a gas and a liquid system phase point, and rewriting the third order Taylor series involving 256 particles and about 1 million cycles were performed. The chemical potential was calculated by Wi-dom’s test particle method (256 test particle insertions for both the liquid and gas phases were used in a single cycle).

The agreement of the MSA and simulation coexistence curves is quite good. We find that our results for Yukawa fluid are essentially the same as the results from the literature,\textsuperscript{19} which proves that the program is reliable. We have examined the question of whether chain-like structures of the dipoles are formed. None were found. Of course, if $\mu$ is increased to an arbitrarily large value, such chains can occur. The question of what value of $\beta \mu^2/\sigma^3$ is necessary for such structures to occur will be considered in later work.

Some discussion of the system size is needed. Levesque et al.\textsuperscript{16} found that $h_\Delta(r)$ of DHSF is very sensitive to the number of particles used in the MC simulation. This phenomenon is less apparent in our case. As can be seen in Fig. 6, $h_\Delta(R)$ is not very sensitive to the number of particles, except at long range. The functions $h_d(R)$ and $h_\Delta(R)$ should approach zero at large $R$. Larger values of $N$ satisfy this condition better. This may be the consequence of the conducting boundary condition applied in the framework of the reaction field construction. Levesque et al. used a spherical cutoff, a minimum image, and in some cases the RF method with a low finite value of $\epsilon_{RF}$. Nevertheless, in a later publication,\textsuperscript{14} they used a higher $\epsilon_{RF}$, and found that $h_\Delta(R)$ lies closer to that obtained from integral equation theory for an infinite system.

<table>
<thead>
<tr>
<th>System</th>
<th>$\beta\epsilon_f$</th>
<th>$\beta\mu^2/\sigma^3$</th>
<th>$g(\sigma^*)$</th>
<th>$U/kT$</th>
<th>$p\sigma^3/kT$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MC</td>
<td>MSA</td>
<td>MC</td>
<td>MSA</td>
<td>MC</td>
<td>MSA</td>
</tr>
<tr>
<td>HSF</td>
<td>0</td>
<td>0</td>
<td>3.97</td>
<td>3.58</td>
<td>6.12</td>
<td>6.199</td>
</tr>
<tr>
<td>YF</td>
<td>1</td>
<td>0</td>
<td>4.43</td>
<td>3.68</td>
<td>0.96</td>
<td>0.909</td>
</tr>
<tr>
<td>DYF</td>
<td>0</td>
<td>1</td>
<td>4.28</td>
<td>3.58</td>
<td>5.71</td>
<td>5.970</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>4.45</td>
<td>3.63</td>
<td>3.05</td>
<td>3.316</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>4.66</td>
<td>3.68</td>
<td>0.43</td>
<td>0.680</td>
</tr>
</tbody>
</table>

\begin{align*}
\text{TABLE I. Comparison of simulation (MC) and DYF MSA results. } & \rho \sigma^3=0.8, \lambda=1.8/\sigma \text{ and } N=256. \\
\end{align*}
In general, the value of $\epsilon_{RF}$ influences only the Kirkwood-factor and $h_D(R)$, while the dielectric constant is rather independent of the applied boundary condition (i.e., the value of $\epsilon_{RF}$). Note that the system size dependence of $h_D(R)$ is stronger at lower values of $\epsilon_{RF}$.

Because of the absence of a strong system size dependence of $h_D(R)$ found in the conducting boundary condition ($\epsilon_{RF} \to \infty$) applied, we used 256 particles in the simulations tabulated in Table I.

IV. SUMMARY AND CONCLUSION

In this paper, we have obtained the solution of the MSA for the DYF. The main feature of the solution is that the radial distribution function $g_S(R)$ and the angular correlation functions $h_D(R)$ and $h_D(R)$ are decoupled. The function $g_S(R)$ depends on the strength, $\epsilon_Y$ of the Yukawa potential and not on the dipole moment, $\mu$, whereas $h_D(R)$ and $h_D(R)$ depend on $\mu$ and not on $\epsilon_Y$.

The MSA values of $g_S(R)$, $h_D(R)$, and $h_D(R)$ are compared with our simulations for the DYF. Although the MSA thermodynamic functions are quite reasonable for the DHSF, these distribution functions are known to be in error for the DHSF and therefore for the DYF too. It is more instructive to examine the extent to which $g_S(R)$ depends on $\mu$, and $h_D(R)$, $h_D(R)$ and $\epsilon$ depend on $\epsilon_Y$. Except near contact ($R = \sigma$), $g_S(R)$ is only weakly dependent on $\mu$. The angular functions, $h_D(R)$ and $h_D(R)$, and $\epsilon$ are only weakly dependent on $\epsilon_Y$. This agrees with predictions of the MSA.

Hence, the errors in the MSA are most apparent in the values of $g_S(\sigma^+)$. If the MSA were exact, $g_S(\sigma^+)$ would be independent of $\mu$. As seen in Table I, the change in $g_S(\sigma^+)$, with $\beta \epsilon_Y = 1$, for $\beta \mu^2 / \sigma^3$ changing from 0 to 2 is not greater than with $\beta \epsilon_Y = 0$ for the same change in $\beta \mu^2 / \sigma^3$. Thus, the MSA error for the DYF is not worse than that for the DHSF.

As opposed to the DHSF, the liquid–vapor equilibrium exists in the DYF. The MSA and simulation results for the coexistence curve has been compared. The MSA prediction agrees well with the simulation results.

The DYF seems as useful as the DHSF was once thought to be and the DYF is, under most circumstances, free of chain-like structures seen in the DHSF. Such structures are not present in the STMF if the dispersion force is strong enough. This is true for the DYF if $\epsilon_Y$ is large enough relative to $\mu$. Variation of $\lambda$ may also affect the existence of
chain-like structures in the DYF. This question and further work on the thermodynamic properties for the DYF are under study.

The fact that the properties of the DYF can be obtained from analytic formulas using the MSA is an important advantage of the DYF as compared to the similar STMF. For example, the DYF could be used as a reference fluid in a perturbation theory. To use the STMF in such an application requires the use of some numerical fit of the STMF properties that involves a large number of parameters. Furthermore, the range parameter of the YF can be varied rather easily. The counterpart of this in the STMF fluid is to change one or more of the indices 12 and 6 in the Lennard–Jones potential, the consequences of which are not well studied.
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