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In this article, we consider a discrete-time insurance risk model. An autoregressive model is used to model both the claim process and the premium process. The probability of ruin is examined in a model with a constant interest rate. Both exponential and nonexponential upper bounds are obtained for the ruin probability of an infinite time horizon.

1. Introduction

Ruin probability arises in many applied probability models; for example, in queuing theory, it is the tail probability of the equilibrium waiting time. Ruin probability of the insurance risk model has been extensively studied. Compared to the classical model without investment incomes, there is a relatively smaller number of articles on ruin problems under the model with interest incomes. Sundt and Teugels [15] considered a compound Poisson model with a constant interest force. By using techniques similar to the classical model, upper and lower bounds for the ruin probability...
were obtained. Paulsen and Gjessing [14] considered a diffusion-perturbed classical risk model. Under the assumption of stochastic investment incomes, a Lundberg-type inequality was obtained. Paulsen [13] provided an excellent survey on this subject. Yang [16] considered a discrete-time risk model with a constant interest force. By using martingale inequalities, both a Lundberg-type inequality and non-exponential upper bounds for ruin probabilities were obtained.

In actuarial science, the classical models are usually based on the independency assumptions. However, because of the increasing complexity of insurance and reinsurance products, actuaries have been paying an increasing amount of attention to the modeling of dependent risks. There are two types of correlation. The first type is the correlation between lines of businesses. See the recent works by Dhaene and Goovaerts [5,6], Goovaerts and Dhaene [9], Müller [11,12], Denuit, Genest, and Marceau [3], Ambagaspitiya [1], Dhaene and Denuit [4], and Hu and Wu [10]. The second type is the correlation between the current claim and previous claims. Early contribution can be found in Gerber [7,8]. The latter is in the spirit of this article. In this article, we extend the results of Yang [16] to the correlated risk case. We consider a discrete-time risk model with a constant interest rate and assume that both the premiums and the claims are correlated random variables. This model can also be considered as an extension of the model in Bowers, Gerber, Hickman, Jones, and Nesbitt [2]. The main difference between the model in this article and the one in Bowers et al. [2] is that we introduce the interest incomes. Both exponential and nonexponential upper bounds for the ruin probability are obtained. The usefulness of the upper bounds obtained in this article and the relationship between the parameters of the model and the ruin probabilities are illustrated by some numerical examples.

The article is organized as follows. Section 2 presents the model and some assumptions. A Lundberg-type inequality is given in Section 3, and Section 4 contains the nonexponential bounds. In Section 5, some numerical results are included to illustrate the accuracy of the bounds obtained in this article.

2. THE MODEL

In classical risk models, we usually assume that the premiums are the same in different but equal length periods and the total amounts of claims in different periods are independent random variables. In many cases, this assumption may be unrealistic. Bowers et al. [2] considered an autoregressive model for the insurer’s claim costs. Gerber [8] assumed that the surplus process could be written as an initial surplus plus the annual gains and it used a linear model to model the annual gains. The ruin probability was considered in that article by using a martingale argument. Similar work can also be found in Gerber [7]. In this article, we extend previous models by using an autoregressive process to model both the premiums and the claims. We also include investment incomes in our model.

Suppose that \{W_1, W_2, \ldots\} is a sequence of independent and identically distributed (i.i.d) nonnegative random variables. Let the common distribution function of
\[ W_i = G(x) = P(W \leq x) \] and \[ E(W) < +\infty, \] where an arbitrary \( W_i \) is denoted by \( W \). We assume that \( \{X_1, X_2, \ldots\} \) is a sequence of nonnegative random variables and
\[ X_k = W_k + bX_{k-1}, \quad k = 1, 2, 3, \ldots, \]
\[ X_0 = x_0, \]
where \( 0 \leq b < 1 \). Here, \( X_i \) denotes the premium collected during the time interval \([i-1, i]\), or the \( i \)th year. We assume that the premiums at the beginning of a subsequent year are an upgrade of last year’s premium plus a random noise term. One possible interpretation of this model is the following: The parameter \( b \) can be interpreted as the proportion of last year’s business, which will remain in this year’s portfolio. The parameter \( b \) measures the degree of correlation. If \( b = 0 \), then the premium process becomes an i.i.d. random sequence and the premium collected at any time interval is independent of old information. If \( b \) is close to 1, then the process becomes very dependent. A large part of the old customers will stay in the new time period. \( W_k \) can be thought of as the premium income in the year \( k \) from the new business in the year \( k \). Suppose we are at time 0 now; then, last year’s premium income is known. We denote it by \( x_0 \).

In addition, we assume that \( \{Y_1, Y_2, \ldots\} \) is a sequence of nonnegative random variables and
\[ Y_k = Z_k + aY_{k-1}, \quad k = 1, 2, 3, \ldots, \]
\[ Y_0 = y_0, \]
where \( \{Z_k\} \) is a sequence of i.i.d nonnegative random variables, independent of \( \{W_1, W_2, \ldots\} \) and \( 0 \leq a < 1 \). Here, \( Y_i \) denotes the claims during the interval \([i-1, i]\), or the \( i \)th year. Similar to the premium process case, the parameter \( a \) can be interpreted as the proportion of the old business in the new portfolio. At time 0, we know the claim amount of the last year. The claim amount of last year is denoted by \( y_0 \). Note that \( a \) and \( b \) are not necessarily equal since this is only one interpretation of the model. The model could be applied to different situations.

Let the common distribution function of \( Z_i \) be \( F(x) = P(Z \leq x) \), where an arbitrary \( Z_i \) is denoted by \( Z \) and we assume that \( E(Z) < +\infty \). This completes the description of the first-order autoregressive models for the premium and claim processes.

**Remark 1:** In the above model, we assume that \( a \geq 0 \) and \( b \geq 0 \). This is necessary if we want both the premium random variables and the claim random variables to be nonnegative. In Bowers et al. [2], a first-order autoregressive process was used to model the claim process and it was assumed that the parameter is in between \(-1\) and \( 1 \). When the parameter is negative, it is true that the claim process may take a negative value with a positive probability. However, as long as the expected claim is positive and the probability of the claim being negative is small, the model is still a reasonable one (in the sense that it can still be used to fit the practical data and provides a reasonable approximation to the practical problems; of course, it is an
incorrect model theoretically). In our model, if we do not require the premium and the claim to be nonnegative with a probability of 1, we can also assume that \(-1 < a < 1\) and \(-1 < b < 1\). All the results in this article can be extended to this case without any difficulty.

Now, we can specify the surplus process of an insurance company by the following model. Let \(U_n\) be the surplus at time \(n\) and let \(r\) be the compound interest rate. Here, we assume that \(r\) is a constant \(r \geq 0\). Let \(x\) denote the initial surplus. Then, the dynamic of the surplus is given by

\[
U_n = x(1 + r)^n + \sum_{i=1}^{n} X_i(1 + r)^{n-i+1} - \sum_{i=1}^{n} Y_i(1 + r)^{n-i}. \tag{1}
\]

Here, we assume that the claim \(Y_i\) is paid at the end of the time period and the premium \(X_i\) is paid at the beginning of the time period. In this article, we will also assume that the net-profit condition is true; that is,

\[
E[X_i] > E[Y_i].
\]

This condition is equivalent to

\[
\frac{1 - a^i}{1 - a} E[Z] + a^i y_0 < \frac{1 - b^i}{1 - b} E[W] + b^i x_0 \tag{2}
\]

for all \(i = 1, 2, \ldots\). The following condition implies condition (2) and it is easy to check:

\[
E[W] > E[Z] \quad \text{and} \quad b \geq a.
\]

We define the ruin probability for this model as

\[
\psi(x, y_0, x_0) = \mathbb{P}\left( \bigcup_{n=1}^{\infty} (U_n \leq 0) | U_0 = x, Y_0 = y_0, X_0 = x_0 \right). \tag{3}
\]

Remark 2: The above net-profit condition (2) is only a sufficient condition for the ruin probability being less than 1. A necessary condition for the ruin probability being less than 1 is that

\[
\frac{E[Z]}{1 - av} \left[ \frac{(1 + r)^n - 1}{r} - va \frac{1 - a^n}{1 - a} \right] - \frac{E[W]}{1 - bv} \left[ \frac{(1 + r)^n - 1}{r} - vb \frac{1 - b^n}{1 - b} \right]
\]

does not tend to infinity as \(n \to \infty\), where \(v = 1/(1 + r)\).

In this article, we discuss both exponential and nonexponential upper bounds for the ruin probability.

3. EXPONENTIAL BOUND

Assume that the moment generating function of \(Z\) exists in an appropriate region. Suppose that \(a < (1 + bv^2)/v - 1\) and \(E[W] > E[Z]\); we also assume that there is an \(R > 0\) satisfying the equation
Then, $R$ is called the adjustment coefficient.

Remark 3: If $X = C$ (i.e., $b = 0$, $W_i = C$, and $C$ is a constant), $\nu = 1$, and $a = 0$, then $R$ is the adjustment coefficient in the simple discrete-time model without interest income and correlation.

Remark 4: Under the assumption that the moment generating function of $Z$ exists, we can prove that there is an $R > 0$ satisfying Eq. (4). Note that the positive solution of Eq. (4) may not be unique. If this is the case, the adjustment coefficient is chosen as the smallest positive solution.

**Theorem 1:** For $x \geq 0$,

$$\psi(x, y_0, x_0) \leq \exp(-R\tilde{x}) E[\exp(-R\nu \tilde{U}_T)|T < \infty],$$

where

$$\tilde{U}_n = U_n - \frac{aw}{1-a\nu} Y_n + \frac{b}{1-b\nu} X_n,$$

$$T = \inf\{n: U_n \leq 0\},$$

$$\tilde{x} = \tilde{U}_0.$$  

Inequality (5) is an equality when $r = 0$.

**Proof:** Considering $M_n(x) = e^{-Ru^\nu \tilde{U}_n}$, 

$$F_n = \sigma\{W_i, Z_i, i \leq n\};$$

that is, $F_n$ is a $\sigma$-field generated by $\{W_i\}_{i=1}^n$ and $\{Z_i\}_{i=1}^n$. Then,

$$E(M_n(x)|F_{n-1})$$

$$= E\left[ \exp\left(-Ru^n\left(U_n - \frac{aw}{1-a\nu} Y_n + \frac{b}{1-b\nu} X_n\right)\right)|F_{n-1}\right]$$

$$= E\left[ \exp\left(-R\nu \tilde{U}_{n-1} + \frac{1}{1-b\nu} W_n - \frac{\nu}{1-a\nu} Z_n\right)\right]|F_{n-1}\right].$$

From $\tilde{U}_{n-1}$ is $F_{n-1}$-measurable, the $W_n$’s are independent random variables, and $Z_n$’s are independent random variables, we have

$$E(M_n(x)|F_{n-1})$$

$$= \exp(-R\nu - R\tilde{U}_{n-1}) E\left[ \exp\left(-R\nu^{n-1}\left(\frac{1}{1-b\nu} W_n - \frac{\nu}{1-a\nu} Z_n\right)\right)\right]$$

$$= \exp(-R\nu - R\tilde{U}_{n-1}) E\left[ \left(\exp\left(-R\left(\frac{1}{1-b\nu} W_n - \frac{\nu}{1-a\nu} Z_n\right)\right)\right)^{\nu^{n-1}}\right].$$
Because $v^{n-1} = (1/(1 + r))^{n-1} \leq 1$, where $r$ is the interest rate and $r \geq 0$, $-x v^{n-1}$ ($x > 0$) is a convex function. By Jensen’s inequality,

$$E \left[ - \left( \exp \left( -R \left( \frac{1}{1 - bv} W_n - \frac{v}{1 - aw} Z_n \right) \right) \right)^{v^{n-1}} \right] \geq - \left( E \left( \exp \left( -R \left( \frac{1}{1 - bv} W_n - \frac{v}{1 - aw} Z_n \right) \right) \right)^{v^{n-1}} \right) .$$

From the definition of adjustment coefficient and the assumption that $W_1, W_2, \ldots$ is independent of $Z_1, Z_2, \ldots$, we have

$$\left( E \left( \exp \left( -R \left( \frac{1}{1 - bv} W_n - \frac{v}{1 - aw} Z_n \right) \right) \right)^{v^{n-1}} \right) = 1 .$$

So

$$E \left( \exp \left( -R \left( \frac{1}{1 - bv} W_n - \frac{v}{1 - aw} Z_n \right) \right) \right)^{v^{n-1}} \leq 1 ,$$

and

$$E(M_n(x)|\mathcal{F}_{n-1}) \leq \exp(-R v^{n-1} \hat{U}_{n-1}) .$$

Then, $M_n(x)$ is an $\mathcal{F}_n$-sup-martingale (resp. a martingale when $r = 0$).

Let $T$ be the time of ruin and let $n_0$ be a positive integer. Then, $T \wedge n_0$ is a bounded $\mathcal{F}_n$-stopping time. By using the Doob’s bounded stopping time theorem, we have

$$E(M_0(x)) \geq E(M_{T \wedge n_0}(x)) ;$$

that is,

$$E(e^{-R T}) \geq E(e^{-R(T \wedge n_0)} \cdot \hat{U}_n) = E(e^{-R(T \wedge n_0)} | T \leq n_0) P(T \leq n_0) + E(e^{-R(T \wedge n_0)} | T > n_0) P(T > n_0) \geq E(e^{-R(T \wedge n_0)} | T \leq n_0) P(T \leq n_0) .$$

Letting $n_0 \to +\infty$, we obtain

$$E(e^{-R T}) \geq E(e^{-R(T \wedge n_0)} | T < +\infty) P(T < +\infty) = E(e^{-R(T \wedge n_0)} | T < +\infty) \psi(x, y_0, x_0) .$$

From this, (5) is proved.

In Bowers et al. [2], the insurer’s claim costs are modeled by an autoregressive process and the premium is assumed to be a constant over different intervals. We
assume that $b = 0$ (i.e., $X_i = W_i$, $i = 1, 2, \ldots$, are i.i.d. random variables) and we also assume that the moment generating function of $Z$ exists. We now define $R > 0$ as the solution of the equation

$$E[\exp(-RX)]E\left[\exp\left(\frac{RZ}{1 - av}\right)\right] = 1.$$  

Then, as a special case of Theorem 1, we have the following corollary.

**Corollary 1:** For $x \geq 0$,

$$\psi(x, y_0) \leq \frac{\exp(-R\hat{\mu})}{E[\exp(-Ru^T U_T)|T < \infty]},$$

where

$$\hat{U}_n = U_n - \frac{av}{1 - av} Y_n,$$

$$T = \inf\{n: U_n \leq 0\},$$

$$\hat{\mu} = \hat{U}_0.$$

### 4. Nonexponential Bound

A problem with the above exponential bound is that when the moment generating function of $Z$ does not exist in the appropriate region, we cannot use it. In such a case, a special class of functions are used to obtain an upper bound.

We say a distribution $B(X)$ is a new worse than used (NWU) distribution if $B(x)$ is a distribution function (d.f.) of a nonnegative random variable and $B(x)B(y) \leq B(x + y)$ for $x \geq 0$ and $y \geq 0$. We say that $B(x)$ is a new better than used (NBU) if $B(x)B(y) \geq B(x + y)$ for $x \geq 0$ and $y \geq 0$. An important subclass of the NWU class is the class of absolutely continuous distribution with a decreasing failure rate (DFR), where $B(x)$ is DFR if the associated failure rate $- (d/dx) \ln B(x)$ is nonincreasing in $x$.

The following result provides a nonexponential bound for the ruin probability in our setup.

**Theorem 2:** Suppose $x \geq [av/(1 - av)]y_0$ and $b + (1 + bv)x_0 \geq 0$, $B_1(x)$ is a NWU d.f., $B_2(x)$ is a NBU d.f., and

$$E\left[\frac{1}{B_1}\left(\frac{v}{1 - av}\right) B_2\left(\frac{W}{1 - bv}\right)\right] \leq 1$$

(6)

for all $0 < \delta_1 < 1$ and $0 < \delta_2 < 1$. Also assume that

$$B_1(y - x) \geq B_1(y)\{B_2(x)\}^{-1}, \quad y \geq x.$$  

(7)
Then,

$$\psi(x, y_0, x_0) \leq \bar{B}_1 \left( x - \frac{aw}{1 - av} y_0 + b(1 + bv)x_0 \right).$$

(8)

**Proof:**

$$U_n = x(1 + r)^n + \sum_{k=1}^{n} X_k(1 + r)^{n-k+1} - \sum_{k=1}^{n} Y_k(1 + r)^{n-k}$$

$$= (1 + r)^n \left( x - \frac{1 - (av)^n}{1 - av} av y_0 + \frac{1 - (bv)^n}{1 - bv} bx_0 \right)$$

$$+ \sum_{i=1}^{n} v^{i-1} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i - \sum_{i=1}^{n} v^{i} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i.$$

Let

$$H_n = \prod_{i=1}^{n} \left\{ \frac{\bar{B}_2 \left( v^{i-1} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)}{\bar{B}_1 \left( v^{i} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i \right)} \right\}.$$

From Eq. (6), we know that $H_n$ is a supermartingale. The ruin probability

$$\psi(x, y_0, x_0) = P \left\{ \bigcup_{n=1}^{\infty} (U_n < 0) \right\}$$

$$= P \left\{ \bigcup_{n=1}^{\infty} \left( \sum_{i=1}^{n} v^{i} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} v^{i-1} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i > x - \frac{1 - (av)^n}{1 - av} av y_0 + \frac{1 - (bv)^n}{1 - bv} bx_0 \right) \right\}$$

$$\leq P \left\{ \bigcup_{n=1}^{\infty} \left( \sum_{i=1}^{n} v^{i} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} v^{i-1} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right) \right\}$$

$$= \lim_{N \to \infty} P \left\{ \bigcup_{n=1}^{N} \left( \sum_{i=1}^{n} v^{i} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} v^{i-1} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right) \right\}. \quad (9)$$
Since \( x - [av/(1 - av)]y_0 + b(1 + bv)x_0 > 0 \), similar to Yang [16], we have
\[
\psi(x, y_0, x_0) = \lim_{N \to \infty} P \left\{ \bigcup_{n=1}^{N} \left( \sum_{i=1}^{n} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)^+ > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right\}
\]
\[
\leq \lim_{N \to \infty} P \left\{ \bigcup_{n=1}^{N} \left( \sum_{i=1}^{n} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)^+ > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right\}
\]
\[
= \lim_{N \to \infty} P \left\{ \max_{1 \leq n \leq N} \left( \sum_{i=1}^{n} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i - \sum_{i=1}^{n} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)^+ > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right\}
\]
\[
\leq \lim_{N \to \infty} P \left\{ \max_{1 \leq n \leq N} \left( \frac{B_2 \left( \sum_{i=1}^{n} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)}{B_1 \left( \sum_{i=1}^{n} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i \right)} \right)^+ > x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right\}
\]
\[
\leq \lim_{N \to \infty} P \left\{ \max_{1 \leq n \leq N} \left( \frac{B_2 \left( \sum_{i=1}^{n} \frac{1 - (bv)^{n-i+1}}{1 - bv} W_i \right)}{B_1 \left( \sum_{i=1}^{n} \frac{1 - (av)^{n-i+1}}{1 - av} Z_i \right)} \right)^+ \right\}
\]
\[
\leq \phi \left( x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right) \tilde{B}_1 \left( x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0 \right), \quad (10)
\]
where \( \phi \) is a function and \( \phi(x - [av/(1 - av)]y_0 + b(1 + bv)x_0) \leq 1 \). Therefore, this theorem holds.

From Theorem 2, we have the following results.

**Corollary 2:** Assume \( x - [av/(1 - av)]y_0 + b(1 + bv)x_0 \geq 0 \) and suppose that \( B(x) \) is a NWU d.f. and satisfies the following:

1. \( \tilde{B}(y - x) \geq \tilde{B}(y)e^{\mu y} \) for \( y \geq x \).
2. \( \mathbb{E}\left[ \frac{1}{\tilde{B}(\delta_1, \frac{v}{1 - av} Z)} \mathbb{E}[e^{-\delta_2 \mu[1/(1 - bv)]]}] \right] \leq 1 \) for all \( 0 < \delta_1 < 1 \) and
   \[ 0 < \delta_2 < 1. \]

Then,

\[
\psi(x, y_0) \leq \tilde{B}\left(x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0\right).
\]

**Corollary 3:** Suppose that \( x - [av/(1 - av)]y_0 + b(1 + bv)x_0 \geq 0 \) and \( B(x) \) is a DFR d.f. with a failure rate of \( \mu_B(x) = (d/dx)\ln \tilde{B}(x) \) and \( \mu = \lim_{x \to \infty} \mu_B(x) > 0 \)

\[
\mathbb{E}\left[ \frac{1}{\tilde{B}(\delta_1, \frac{v}{1 - av} Z)} \mathbb{E}[e^{-\delta_2 \mu[1/(1 - bv)]]}] \right] \leq 1
\]

for all \( 0 < \delta_1 < 1 \) and \( 0 < \delta_2 < 1 \). Then,

\[
\psi(x, y_0) \leq \tilde{B}\left(x - \frac{av}{1 - av} y_0 + b(1 + bv)x_0\right).
\]

5. **Examples**

In this section, we present some examples. The examples are for illustrating the tightness of the upper bounds in this article and the relationship between the parameters of the model and the ruin probabilities. Application of this model to a real-world problem and model fitting will be an interesting future research topic. We simulate the true ruin probabilities and compare them to the results obtained from the upper bounds. We will use only the numerators of the derived upper bounds. It is not difficult to check that, in our examples, the denominators of the derived upper bounds are greater than 1. This will disclose the accuracy of the upper bounds we obtained in this article. We can see that, in most of the cases, the upper bounds are about three to five times the true ruin probabilities (except in Example 4). However, it is not easy to obtain the true ruin probability in general. The upper bounds, like the ones in this article, are very easy to obtain, and in most of the practical problems, we only need a conservative upper bound for the ruin probability. In the following
simulations, we used 2000 time intervals so that the true ruin probability could be a little larger than the simulated results.

**Example 1:** Let \( P(X = c) = 1 \), where \( c \) is a positive constant. We let \( c = 1 \) in this example. \( Z \) follows a Weibull distribution with a density function given by

\[
f_Z(z) = 2ze^{-z^2} \quad \text{for } z > 0.
\]

Let \( R \) be the solution to Eq. (4). The other parameters used in this example are \( r = 0.08 \) and \( a = 0.1 \). Then, we have \( R = 0.7921 \). It is easy to check that all of the required conditions are satisfied. The simulation results and upper bounds (shown in parentheses) are given in Table 1.

From Table 1, we can see that if \( y_0 \) increases when the initial surplus \( x \) is fixed, then the ruin probability also increases. Since \( y_0 \) denotes the initial claim, this is just saying that when the claim is larger, the ruin probability will be larger. It is also clear that when the initial surplus increases, the ruin probability decreases.

**Example 2:** In this example, we assume that both the premium process and the claim process follow autoregressive models. We assume that \( W \) and \( Z \) are Weibull distributed. The density function for \( Z \) is the same as that in Example 1 and the density function for \( W \) is given by

\[
f_W(w) = we^{w^2/2} \quad \text{for } x > 0.
\]

Let \( r \) and \( a \) be the same as in Example 1 and let \( b = 0.1 \). By solving Eq. (4), we have the adjustment coefficient \( R = 1.40496 \). The simulation results and upper bounds (shown in parentheses) are given in Table 2.

The results from this example indicate that for a fixed initial surplus and \( y_0 \), the ruin probability decreases when \( x_0 \) increases. This is because the initial premium is
large if $x_0$ is large. Since the premium process follows a time-series model, $x_0$ being large will result in the premiums during later time periods also being large.

**Example 3:** Let $P(X = c) = 1$, where $c$ is a positive constant. If $Z \sim N(\mu, \sigma^2)$, then $R$ is the solution to

$$e^{-cR} \int_{-\infty}^{+\infty} e^{R(x/(1-aw))} \frac{1}{\sqrt{2\pi}\sigma} e^{-(x-aw)^2/2\sigma^2} \, dx = 1.$$  

We can work out that

$$R = \frac{2(c - \lfloor w/(1 - aw) \rfloor)}{\sigma^2 (w/(1 - aw))^2}.$$  

Let the parameters be $\mu = 10, \sigma^2 = 3^2, r = 0.08, a = 0.5,$ and $c = 22$. Then $R = 0.3557$ and all of the conditions in this article for obtaining the upper bound are satisfied. Note that the Normal distribution may take negative values; however, in our example, it has a very small probability of taking a negative value (<1%). Also, for the Normal distribution, the adjustment coefficient $R$ has a closed-form expression. For this reason, in the literature, the Normal distribution has been used as a claim random variable distribution. An example of this is in the standard textbook by Bowers et al. [2]. The simulation results and upper bounds are given in Table 3.

The results in Table 3 clearly indicate that when the initial surplus increases, the ruin probability decreases. It again shows that as $y_0$ increases, the ruin probabilities also increase.

**Example 4:** Let $P(X = c) = 1$, where $c$ is a positive constant. Assume that $Z \sim \text{Gamma}(n, \lambda)$. Then, $R$ is the solution to

$$e^{-cR} \int_{0}^{+\infty} \frac{1}{\Gamma(n)} e^{-Ax} a^{n-1} e^{R(x/1-aw)} \, dx = 1;$$

<table>
<thead>
<tr>
<th></th>
<th>$x_0 = 0$</th>
<th>$x_0 = 0.2$</th>
<th>$x_0 = 0.4$</th>
<th>$x_0 = 0.6$</th>
<th>$x_0 = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 1.5,$</td>
<td>0.0417</td>
<td>0.0415</td>
<td>0.0414</td>
<td>0.0414</td>
<td>0.0411</td>
</tr>
<tr>
<td>$y_0 = 0$</td>
<td>(0.1215)</td>
<td>(0.1178)</td>
<td>(0.1142)</td>
<td>(0.1108)</td>
<td>(0.1074)</td>
</tr>
<tr>
<td>$x = 2,$</td>
<td>0.0211</td>
<td>0.0204</td>
<td>0.0201</td>
<td>0.0200</td>
<td>0.0189</td>
</tr>
<tr>
<td>$y_0 = 0$</td>
<td>(0.0602)</td>
<td>(0.0584)</td>
<td>(0.0566)</td>
<td>(0.0549)</td>
<td>(0.0532)</td>
</tr>
<tr>
<td>$x = 1.5,$</td>
<td>0.0418</td>
<td>0.0414</td>
<td>0.0413</td>
<td>0.0412</td>
<td></td>
</tr>
<tr>
<td>$y_0 = 0.2$</td>
<td>(0.1213)</td>
<td>(0.1173)</td>
<td>(0.1140)</td>
<td>(0.1105)</td>
<td></td>
</tr>
<tr>
<td>$x = 2,$</td>
<td>0.0207</td>
<td>0.0203</td>
<td>0.0201</td>
<td>0.0194</td>
<td></td>
</tr>
<tr>
<td>$y_0 = 0.2$</td>
<td>(0.0601)</td>
<td>(0.0582)</td>
<td>(0.0565)</td>
<td>(0.0547)</td>
<td></td>
</tr>
</tbody>
</table>
we can find that
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closing the relationship between the upper bound and the true ruin probability, but we would also like to see the impact of the parameter \( a \) on the ruin probabilities.

When we chose the parameters, we checked that these numbers satisfied all the required conditions. The simulation results and upper bounds are given in Table 4.

This example shows that the ruin probability increases when \( a \) increases. This is because the claims will be large if \( a \) is large (a large \( a \) implies that a large proportion of the claim in the previous time period will be likely to occur in a later time period).
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Example 5 (Nonexponential Bound): This example provides some numerical results obtained using the nonexponential upper bound obtained in this article. In this example, we assume that \( P(X = c) = 1 \) and that \( c \) is a positive constant. Let \( Z \) be inverse Gaussian distributed with parameters \( \lambda < 0, \mu > 0, \) and \( \beta > 0 \). Its probability density is given by

\[ f_Z(z) = \frac{\lambda z^{\lambda-1} e^{-\mu z - (z/\beta)^\beta}}{\Gamma(\lambda) \beta^{\lambda}}, \quad z \geq 0. \]

Here, we chose \( \mu = 1, \beta = 1, \) and \( \lambda = -1 \). Then, \( M = (0.2798)^{-1} \),

\[ \bar{B}_1(x) = (1 + kx)^{-\alpha} e^{-\mu x}, \quad k > 0, \alpha > 0, \]

\[ \bar{B}_2(x) = e^{-\mu (1 + r - a) x}. \]

In this example, we assume that the parameters \( a \) and \( r \) satisfy the relation \( a \geq r \). Then, \( \bar{B}_1(x) \) is a NWU d.f. and \( \bar{B}_2(x) \) is a NBU d.f. Moreover,

\[ \bar{B}_1(y - x) \geq \bar{B}_1(y) (\bar{B}_2(x))^{-1} \quad \text{for all} \quad y \geq x. \]
\begin{table}
\centering
\begin{tabular}{llllllll}
\hline
 & $y_0 = 0$ & $y_0 = 0.3$ & $y_0 = 0.4$ & $y_0 = 0.5$ & $y_0 = 0.6$ & $y_0 = 0.8$ & $y_0 = 0.9$ & $y_0 = 1$ & $y_0 = 1.1$ \\
\hline
$x = 0.8,$ & & & & & & & & & \\
$a = 0.3$ & 0.0323 & 0.0328 & 0.0337 & 0.0348 & & & & & \\
$x = 0.8,$ & & & & & & & & & \\
$a = 0.2$ & 0.0170 & 0.0180 & 0.0200 & 0.0210 & & & & & \\
$x = 1,$ & 0.169 & 0.0231 & 0.0243 & 0.0257 & & & & & \\
$a = 0.3$ & (0.1447) & (0.1948) & (0.298) & (0.2260) & & & & & \\
$x = 1,$ & 0.0009 & 0.0119 & 0.0135 & 0.0138 & & & & & \\
$a = 0.2$ & (0.802) & (0.1009) & (0.1068) & (0.1131) & & & & & \\
$x = 1.2,$ & & & & & & & & & \\
$a = 0.3$ & (0.1535) & (0.1782) & (0.1919) & (0.2067) & & & & & \\
$x = 1.2,$ & & & & & & & & & \\
$a = 0.2$ & 0.0083 & 0.0087 & 0.0089 & 0.0093 & & & & & \\
$x = 1.5,$ & & & & & & & & & \\
$a = 0.3$ & (0.0683) & (0.0766) & (0.0811) & (0.0859) & & & & & \\
$x = 1.5,$ & & & & & & & & & \\
$a = 0.2$ & 0.0109 & 0.0130 & 0.0141 & 0.0142 & & & & & \\
$x = 1.5,$ & & & & & & & & & \\
$a = 0.3$ & (0.0997) & (0.1074) & (0.1157) & (0.1247) & & & & & \\
$x = 1.5,$ & & & & & & & & & \\
$a = 0.2$ & 0.0051 & 0.0054 & 0.0055 & 0.0059 & & & & & \\
\hline
\end{tabular}
\caption{$X = 1$ and $Z$ is Gamma}
\end{table}
Choose $c$ such that

$$E \left( \frac{1}{\bar{B}_1(\delta)} \frac{1}{1 + r - a} \tilde{Z}(\delta c) \right) \leq 1 \quad \text{for } 0 < \delta < 1.$$  

If $k = a = 0.1$, we require that $c \geq 0.4372$.

If we choose $c = 0.45$, then all of the conditions in Theorem 2 are satisfied. The simulation results and upper bounds when $a = 0.5$ and $r = 0.08$ are given in Table 5.

The upper bound in this example provides a better bound for the ruin probability than in other examples. This at least shows that the exponential upper bound is not necessarily better than the nonexponential bound.
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