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Abstract: It is a great challenge in two-photon microscopy (2PM) to have a high volumetric
imaging speed without sacrificing the spatial and temporal resolution in three dimensions (3D).
The structure in 2PM images could be reconstructed with better spatial and temporal resolution by
the proper choice of the data processing algorithm. Here, we propose a method to reconstruct 3D
volume from 2D projections imaged by mirrored Airy beams. We verified that our approach can
achieve high accuracy in 3D localization over a large axial range and is applicable to continuous
and dense sample. The effective field of view after reconstruction is expanded. It is a promising
technique for rapid volumetric 2PM with axial localization at high resolution.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

In the past decades, two-photon microscopy (2PM) [1] has been widely used in biological
research [2—-5] thanks to its large penetration depth, high resolution and high specificity. However,
its volumetric imaging speed using Gaussian beam is greatly reduced by the additional axial
scanning, which is conventionally carried out by a motorized stage. Temporal resolution is crucial
for functional brain imaging as some neuronal dynamics are too fast to be captured. Several
techniques have been proposed to increase volumetric imaging speed, such as acousto-optic
scanning [6], planar illumination [7], spatial and temporal multiplexing [8]. They offer a much
higher volumetric imaging speed than conventional laser-scanning 2PM using Gaussian beam.
On the other hand, extended depth of focus (EDOF) is a promising technique for rapid
volumetric imaging by illuminating a large volume at the same time. The nondiffracting Bessel
and Airy beams with shape preserving feature are commonly used to excite the two-photon
fluorescence [9-11]. Although the 2PM with nondiffracting beam can capture the image within a
large volume in a single frame, the depth resolution is lost owing to the fact that the volumetric
information is projected onto a single frame. This may hinder their application in some areas
that require axial localization. To address this issue, depth information can be encoded during
imaging by manipulating the illumination patterns. The depth information is then extracted by
post-processing, which have been achieved in functional [12] and structural imaging [13]. In
these studies, images of neurons at different depths were utilized to extract functional signals
using an algorithm based on matching pursuit [12] or a convolutional neural network trained
on samples of interest to correct for artefacts due to the reconstruction [13]. These methods,
however, require prior knowledge of the sample to optimize the post-processing, making them
less versatile to different samples. On the other hand, by leveraging the self-accelerating property
of Airy beam, depth information can be retrieved by utilizing two Airy beams [14-16]. We
previously developed a technique called mirrored Airy beams (MABs) which encodes the depth
information by using two Airy beams with opposite accelerations [17]. The sample is imaged
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twice using Airy beams with opposite bending directions, such that the images are laterally
shifted depending on the axial location of the sample structure and the bending direction of the
Airy beam. Once the relationship between the lateral shift and the axial position is calibrated,
lateral shift in the images can be calculated by comparing the two images and hence, its axial
positions. Airy beam’s nondiffracting property also enables a deeper penetration depth in highly
scattering medium [11]. Although the implementation of MABs is simple, it requires tedious
calibration and manual calculation to extract the depth information which may become difficult
with dense structure. Furthermore, only half of the Airy beam can be used to illuminate the
sample due to its symmetry along the propagation direction. Therefore, a simple volumetric
imaging tool is urgently needed.

Here, we further develop a new imaging scheme based on MABs and a reconstruction
method for 3D reconstruction. The restriction of using half of the Airy beam is eliminated by
incorporating information contained in other images at different focal planes. Dense samples that
are previously difficult to manually locate the image pairs can be reconstructed automatically. In
addition to the axial localization, the effective field of view (FOV) is further expanded due to
the self-accelerating property. By evaluating the performance of the reconstruction, we prove
that it is a promising technique for rapid volumetric imaging which not only preserves the depth
information accurately, but also remains versatile in different applications.

2. Method
2.1. Image formation

By assuming the response of the imaging system to be shift-invariant, the acquisition of signal Y
at a 3D position p € R3 can be modelled as the convolution between the point-spread function H
(PSF) of the imaging system and the sample distribution X. It is defined by

Y(p) = [[f ps Hp = 1)X(r) dr. (1)

We can also consider a discretized model: y € R™ and x € R" are vectors formed by raster
scanning the sample at different focal planes and the sample volume, respectively. H € R™*"
denotes a matrix such that matrix multiplication Hx corresponds to the discrete convolution of
Eq. (1). The final acquired images after noise corruption can be approximated by

y = Pois(Hx) + N(0, 0?), )

where Pois(Apyisson) 1S @ random variable that follows a Poisson distribution with parameter
Apoisson and N(0, 0'2) is a random variable that follows a Normal distribution with zero mean and
variance o-2. Since the convolution process is equivalent to element-wise multiplication in the
Fourier domain, it can be computed efficiently using Fast Fourier Transform (FFT).

PSFs of the imaging system were modelled using the squared intensity profile of the Airy beam
[18] and normalized by >’ H = 1. The transverse scaling constant x, in the equation of the Airy
beam [18] adjusts the lateral beam size and the axial depth of the Airy beam. Experimentally,
this is done by regulating the phase mask on a spatial light modulator (SLM) [17]. Airy beam
with longer axial length has a deeper depth of field which increases the axial imaging range. The
voxel size was chosen as 0.1 x 0.1 x 0.1 um? which is around the Nyquist rate of the typical
lateral resolution of 2PM.

2.2. Imaging using MABs

The procedures of 2PM using MABs is shown in Fig. 1(a). The sample is imaged sequentially
using two different Airy beams with opposite bending directions [17]. In order to remove the
ambiguity arising from the symmetry of Airy beam (images taken at z;), we capture additional
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images at other focal planes for extra information. This can be regarded as taking a z-stack but
with a much larger z-step compared to conventional Gaussian beam. Intuitively, the lateral shift
of the upper and lower sections of the MAB (two solutions) will change differently with the focal
plane. For example, the lateral shift of the upper section of the MABs will decrease while that of
the lower section of the MABs will increase when the focal plane is shifted upwards. Setting the
z-step size to half of the axial full width at half maximum (FWHM) was empirically found to
maximize the axial range without suffering from the symmetry of Airy beam. Orientations of the
MABSs were chosen such that the lateral shifts are in the horizontal axis to make sure that sample
in the FOV will always appear in at least one of the MABs’ images.
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Fig. 1. Image acquisition (a) and reconstruction process (b). (a) Images are sequentially
collected at different focal planes using Airy beams with opposite bending directions.
Although the lateral shifts of the two spheres are the same for images taken at z;, they
become different after changing the focal planes. (b) Images generated by the convolution of
the reconstructed volume and PSFs are compared with the acquired image. A loss function
measuring the discrepancy is minimized by gradient descent.

2.3. Volumetric reconstruction

Reconstruction of the 3D volume from 2D images can be reframed as a 3D deconvolution problem
[19,20] as shown in Fig. 1(b). Since we only have the observed 2D images in real application,
a simple approach is to minimize a loss function that measures the discrepancy between the
observed images y and estimated images HX, where X € R"” denotes the raster scanning of the
reconstructed volume. We chose squared error as the loss function

L(%) = |ly - HII3, A3)

and the problem became
min L(X) s.t. £ > 0. )
X
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Gradient descent (GD) was used to minimize the loss function. Xy, at iteration k + 1 was
updated according to

Rl = Xp + oHT (y — Hiy), ®)

where a; denotes the step size at iteration k and H! denotes the adjoint of H which corresponds
to discrete convolution with the flipped PSF. a; was set empirically to 10° x max(0.9~!, 0.01).
The choice of initial step size is insignificant as all images are normalized. It was chosen such
that the highest value of the reconstruction is around 1. A decay term was added to stabilize
the convergence as the process iterates. The decay rate and the minimum decay were chosen
empirically by testing different values and the reconstruction result was found to be not highly
sensitive to their values. The nonnegativity constraint was imposed by projecting all negative
values to zero after each iteration. The result was improved and more consistent across different
axial positions if the gradients of all images were batched together as a single update instead of
updating once for each image. However, it had slow convergence and often oscillates significantly
as the error propagates across a large volume. A momentum term [21] was introduced to improve
the rate of convergence and performance. The update became

RXpe1 =X — apiny (6)

with my, = Bmy_| + (1 — B)OL(Xy)/ 0%k, @)

where 3 is an exponential decay coefficient that weights the contribution from the previous
gradients and current gradient, and was chosen as 0.9 [21].

Since deconvolution is an inverse problem that is ill-conditioned, regularization terms were
also introduced. One common regularization is to use the £, norm, also known as Tikhonov
regularization. The loss function and its gradient became

L&) = |ly - HR||5 + IR, ®)

OL(%)/0% = -H' (y — HR) + A%, ©)

respectively. A is a regularization parameter that controls the strength of regularization. The
constant term due to differentiation is absorbed by A for the sake of simplicity. Within the context
of GD, this can be interpreted as decaying X by a factor of A after each iteration.

Since fluorescent signal from many biological sample is usually sparse, we can exploit the
sparsity constraint by using £; norm as the regularization [22], also known as LASSO. This
is particularly important for volumetric imaging using MABs as a single pixel of an image
will propagate along the Airy beam’s trajectory into a large volume. By enforcing a sparsity
constraint, the artefacts due to Airy beam’s trajectory can be reduced. The loss function and its
gradient became

L&) = |ly — HR|[3 + AlI1%]]1, (10)

AL(%)/d% = —H" (y — Hx) + A, (11)

respectively. It is important to note that the loss function is not differentiable due to the £; norm.
However, the nonnegativity constraint allows us to approximate the computation by using only
the gradient in the positive region. After each iteration, X is reduced by a constant A which is
likely to suppress the lower values. Although there are more robust algorithms for deconvolution
that have been substantially investigated [23,24], they require more computational power which
may not be easily accessible, especially for large volumetric data.
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3. Results
3.1.  Comparison of different methods

Samples consisting of 1-um fluorescent beads with different densities were simulated. Images
at three focal planes were generated using MABs with axial FWHM being 20 um. Maximum
intensity projection (MIP) of the reconstruction results using different methods were shown in
Fig. 2. Reconstructions using GD without momentum and regularization were unsuccessful since
the result oscillated between over-addition and zero. Richardson-Lucy deconvolution [25,26]
had a much shorter effective axial range than ¢;- and £,-GD. It was more susceptible to noise
as shown in Fig. 2(b) which may be due to its noise amplification property [24]. For ¢;- and
£>-GD, the lateral and axial positions of the beads matched well with the ground truth within a
large axial range, which shows the localization capability of volumetric imaging using MABs
despite having a low SNR. The lateral size of the beads appeared smaller and less smooth than
the ground truth. This may be due to the lateral beam size and the decaying nature of both ¢;
and ¢, regularizations. Running more iterations will further reduce the lateral size of the beads,
especially with £; regularization. This is also true in the axial dimension which is particularly
useful for minimizing the axial elongation due to the bending MABs. The axial elongation can be
interpreted as the uncertainty of the axial position as the axial position is located by intersecting
two Airy beams. Furthermore, ¢ regularization has higher contrast and better suppression of
artefacts due to Airy beam’s trajectory compared to ¢, regularization as shown in the zoom-in
inset in Fig. 2(b). This shows that sparsity constraints such as ¢; regularization should have
better performance in volumetric imaging using MABs. The remaining result in this paper was
reconstructed using £1-GD.

Richardson-Lucy

iteration=12

Grz;und t(L]th. Richardson-Lucy

Fig. 2. Maximum intensity projection (MIP) along the (a) z- and (b) y-direction. Six images
with average SNR =3.32 dB and peak SNR =23.88 dB at focal planes z=0, 10, 20 um were
used for reconstruction. (a) Depth color-coded MIP along the z- direction of the ground
truth, reconstructions using Richardson-Lucy deconvolution, £1- and £,-GD. A threshold of
0.15 was applied to the normalized volume. Scanning area of 512 X 512 pixels is enclosed
by the magenta box. (b) MIP along the y-direction of the same normalized volumes, except
the volume out of the scanning area in the y direction of the ground truth was cropped out
before projection. The edges of the scanning area are marked by the magenta lines. Focal
planes are marked by yellow dashed lines. Scale bars, 5 pm. Scale bars for magnified region,
1 um. The parameters were chosen by visual assessment.
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3.2. Expansion of the effective FOV

One advantage of using MABs is the expansion of the effective FOV thanks to its bending
nature. In Fig. 2, some beads which were out of the scanning area were also reconstructed
successfully as they were effectively shifted into the FOV. Although these beads only appeared
in one of the MABs’ images, they also appeared in another image at a different focal plane
which made reconstruction possible. Furthermore, regions close to the edges of the FOV could
also be reconstructed by the same means, without the need of cropping the edges. Due to the
orientations of the MABs, mainly FOV in the x-direction was expanded. However, expansion in
the y-direction is also possible due to the side lobes of the Airy beam.

3.3. Localization accuracy

The performance of reconstructing different areas in the effective FOV using ¢| regularization
was further evaluated by creating artificial testing samples made up of point sources at different
axial positions. The lateral and axial errors of the reconstructions were shown in Fig. 3. The
lateral and axial positions were perfectly located over a large axial range with FWHM of ~0.3 um
and ~0.65-0.7 um in the lateral and axial dimensions, respectively [Fig. 3(a)]. This shows that
volumetric imaging using MABs has a consistent performance at different positions within the
effective axial range. The performance of reconstructing out of the FOV was the first to decrease
at both ends of the z-stack. This is because the object only appeared in one image taken at the
10-um focal plane, as the lateral shift at 0-um focal plane was insufficient and the SNR at 20-um
focal plane was too low. The performance of reconstructing the edges was slightly worse than
that at the center. This is because the object was shifted out of the FOV in one of the MABs
images. In other words, it was similar to reconstructing using only one Airy beam at multiple
focal planes.

Axial accuracy was less isotropic than the lateral accuracy due to the fact that the degree of
bending of the Airy beam is different at different depths. The axial elongations were more severe
near the first and the last focal planes than the middle focal plane and the tails of the z-stack.
This can be explained by the lower degree of bending near the focus of the Airy beam than its
tails, which leads to a larger axial intersection. Quantitatively, this can be understood as the slope
Az/Ax being larger near the focus [17] and thus, for a given sampling rate in the lateral direction
(due to limited resolution), it has a larger axial uncertainty near the focus. It should be noted that
the lateral resolution using Airy beam is inherently anisotropic because of the low eccentricity of
its main lobe.

3.4. Effect of different MABS’ sizes

To demonstrate the effect of different trajectories of the Airy beam, the testing samples were
repeated using MABs with double the axial FWHM. The overall trend was similar to that of
the shorter MABs. This is important because consistent performance among different MABs
allows us to optimize the geometry of MABs for different imaging tasks. With the axial FWHM
doubled, the effective axial range increased by a factor of two. However, the performance was
also decreased due to the larger beam size and weaker bending. It has a smaller lateral shift
for a given axial position which leads to lower axial resolvability. The FWHM of lateral and
axial dimensions were ~0.3 um and ~0.8—0.9 um, respectively. The performance in the lateral
dimension did not degrade much as the main lobe’s lateral FWHM of the longer Airy beam
was increased by ~30% only. It is important to note that the lateral and axial widths of the
reconstruction will further decrease by executing more iterations due to ¢; regularization.

The effective axial range was around (0.5 + 0.5N) x FWHM for Airy beam of different lengths,
where N denotes the number of focal planes included (Fig. 3). It should be noted that the effective
axial range depends on the density of the fluorescent signals in the projected images, which
is related to both the sample density and the axial FWHM of the MABs. Assuming the step
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Fig. 3. Lateral and axial errors in reconstructing point sources at different axial positions
using MABs with (a) 20-um and (b) 40-um axial FWHM. The errors are calculated by
averaging the differences in positions between the maximum intensity of the reconstruction
and the actual points. Errorbars denotes the average of elongations in both directions of the
reconstructed points. Points that could not be reconstructed were assigned with a large error.
Insets in (a) contain positions of the points, reconstructions of the points at the center and
the edge at 20 um. The scanning area is enclosed by the magenta box and the points are
~1 um out of the scanning area which are not drawn to scale. The focal planes of (a) and (b)
were =0, 10, 20 um and z =0, 20, 40 um, respectively. A and the number of iterations were
fixed at 0.25 x 1073 and 20, respectively.

size for taking z-stack using Gaussian beam to be 0.4 um, the number of images required to
image the same volume were ~17 and ~33 times of that required using 20-um and 40-um MABs,
respectively. Since the major bottleneck in rapid volumetric imaging is the axial scanning speed,
the imaging speed can be significantly improved by a similar amount using MABs, without
sacrificing all the 3D positions.

3.5. Effect of a sample’s density

The effect of density of the sample and axial length of MABs was further investigated. As
shown in Fig. 4(a), denser fluorescent objects degraded the quality of the reconstructions. This is
because there was a higher chance for different objects to overlap with each other after they were
projected onto an image. Without sufficient sampling in the axial direction, the volume could not
be uniquely reconstructed. As a result, reconstructions using MABs with longer axial length had
lower quality than shorter MABs did as there were more objects being projected onto a single
image, which led to more occurances of overlapping. However, longer MABs had longer effective
axial range [Fig. 4(b)]. By comparing Figs. 4(c) and (d), reconstruction using shorter MABs
had better contrast, smaller axial elongation and fewer false positives. This shows one of the
advantages of using MABs as the MABs can be optimized for different samples and applications.

3.6. Reconstructing a sample with a complex structure

Lastly, an experimental PSF was produced by converting a Gaussian beam into Airy beam using
an SLM before the scanning system of a custom-built microscope [ Fig. 5(a)]. The experimental
setup can be referred to [17]. The measured PSF were applied to a simulated network of
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Fig. 4. Comparison of MABs of 20-um and 40-um axial FWHM. (a) Performance
comparison on reconstructing 1-um bead sample in terms of Pearson correlation coefficient
and Jaccard index (with 0.15 threshold) within the effective axial range. (b) Performance
metrics for (c) and (d) at different axial positions. (c-d) MIP along the y-direction of the
reconstructed volume using MABs of 20-um and 40-um axial FWHM, respectively. Sample
density was 0.005. Respective focal planes are marked by yellow dashed lines. Scale bar,
5 um. Scale bar for magnified region, 2 um. Parameters for (a) and (b-d) were chosen by
maximizing correlation coefficient or visual assessment, respectively.

microtubules in a cell [27]. This is normally inapplicable to techniques utilizing EDOF as the
network is densely located in the axial dimension, which is likely to overlap after projection.
However, it could still be reconstructed using MABs, as shown in Fig. 5(b-g), thanks to its
bending nature. Sparser features, such as the tips of the microtubules, had better reconstruction
quality than the denser region did, such as the central region. The axial positions of these features
were also located precisely. The reconstruction was slightly affected by the noises present in the
images, leading to artefacts such as the empty holes in the structures and some background spots.
There were also axial elongations which degraded the axial resolvability. Although the point
response of the reconstruction is not shift invariant and introduced artefacts to the reconstructed
volume, the amount of artefacts present was not severe and meaningful interpretation of the
reconstructed volume was still possible as long as there were sufficient sampling focal planes. It
should be noted that even though the experimental MABs were not perfectly aligned, complex
and continuous structure like microtubules could still be reconstructed successfully. This work
can potentially be expanded to other depth-encoding EDOF techniques.

3.7.  Computational specifications

Reconstructions were executed in MATLAB (2019b) on a commercial laptop equipped with Intel
Core i7-9750H, 16GB RAM and NVIDIA GeForce RTX 2060 for accelerating FFT. Computation
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Fig. 5. Reconstruction result of a simulated network of microtubules using an experimental
PSF of around 20-um axial FWHM. (a) MIP along the y-direction of the experimental PSF.
MIP along the z-direction (0.05 threshold) with depth color-coded of (b) the ground truth
and (c) the reconstruction. An image slice at z= 10 um of (d) the ground truth and (e) the
reconstruction. MIP along the y-direction of (f) the ground truth and (g) the reconstruction.
Focal planes were z =0, 10, 20, 30, 40, 50 um. Scale bars, 20 um.

time for each iteration (with 3 focal planes) was around 36 and 83 seconds for MABs of 20-um
and 40-um axial FWHM, respectively. One major bottleneck is the limitation in memory as there
were nearly one billion voxels for the longer MABs. However, memory footprint and computation
time can be significantly reduced by using 16-bit precision floating points (MATLAB 2019b does
not offer GPU support for 16-bit) or using larger voxel size, especially in the axial dimension,
without significant reduction in performance.

4. Discussion

2PM has played an important role in the recent advancements in neuroscience. However, its
low temporal resolution limits its applications in large-scale study on neuronal dynamics. Many
different advanced techniques have been proposed to greatly improve the temporal resolution.
Despite their robust performance, they may not be commonly utilized by biologists possibly
due to a number of reasons, such as high cost, requiring complex modifications, etc. Thus, an
easily accessible tool for volumetric imaging with high temporal resolution is highly valuable.
Here, we demonstrated that volumetric imaging using MABs can be reconstructed to a 3D
volume with high localization accuracy and minimal loss in resolution. It offers a much high
volumetric imaging speed than using Gaussian beam to image an equivalent volume. Instead of
cropping the edges of the FOV which is common deconvolution process to reduce the artefacts,
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MABs can retain the full FOV with a further expansion of the effective FOV, which is beneficial
for large-scale study. The nondiffracting feature of Airy beam also enables a deeper imaging
depth which is important for deep in vivo brain imaging. The setup only requires the addition of
a modulator such as SLM [18] or digital micromirror device (DMD) [28] and the computational
requirement can be satisfied by a common commercial computer. Not only the prior knowledge
of the sample is not required, but the size of the MABs can also be adjusted for different features
of the sample. Rather than being restricted to only imaging sparse sample using EDOF, MABs
can be adjusted accordingly to accommodate the denser sample for better reconstruction quality.
This versatility allows MABs to be applied for a large range of applications and we anticipate
that these advancements will foster the application of Airy beam in biological research, such as
monitoring neuronal activity spanning a large volume.

In the future, applications of MABs in three-photon microscopy (3PM) can also be explored.
3PM using Bessel beam has been shown to have significantly higher contrast than 2PM due to
background suppression and have an imaging depth beyond 1.0 mm [9]. With MABs, however,
depth information of the sample can also be retrieved with similar imaging performance. Airy
beam can be further engineered to have reduced side-lobes [29]. Since our method can be applied
to any excitation beam that encodes the depth information, it can potentially be combined with
other nondiffracting beams or PSF engineering to optimize the encoding-decoding process to
further improve image quality and reconstruction. Recently, a PSF designed using deep learning
has outperformed the traditional Tetrapod in 3D localization [30]. It would be interesting to
applied our work to other nondiffracting beams and PSF engineering techniques.

5. Conclusion

We have demonstrated a reconstruction method for volumetric 2PM using MABs. By leveraging
the self-accelerating property of Airy beam, both axial and lateral positions can be retrieved with
high accuracy over a large axial range. It has significant benefits over Gaussian beam in terms of
the volumetric imaging speed. Although EDOF technique is mostly for sparse sample, our work
is also applicable to dense sample. The size of MABs can also be optimized for different densities
of the sample to have different imaging range and reconstruction quality. We foresee these
advancements will lay the foundation for a wide variety of applications in optical microscopy.
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