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Abstract. Digital holography records the entire wavefront of an object, including amplitude and phase. To
reconstruct the object numerically, we can backpropagate the hologram with Fresnel–Kirchhoff integral-
based algorithms such as the angular spectrum method and the convolution method. Although effective,
these techniques require prior knowledge, such as the object distance, the incident angle between the
two beams, and the source wavelength. Undesirable zero-order and twin images have to be removed by
an additional filtering operation, which is usually manual and consumes more time in off-axis configuration.
In addition, for phase imaging, the phase aberration has to be compensated, and subsequently an
unwrapping step is needed to recover the true object thickness. The former either requires additional
hardware or strong assumptions, whereas the phase unwrapping algorithms are often sensitive to noise
and distortion. Furthermore, for a multisectional object, an all-in-focus image and depth map are desired
for many applications, but current approaches tend to be computationally demanding. We propose an
end-to-end deep learning framework, called a holographic reconstruction network, to tackle these
holographic reconstruction problems. Through this data-driven approach, we show that it is possible to
reconstruct a noise-free image that does not require any prior knowledge and can handle phase imaging
as well as depth map generation.
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1 Introduction
Since its invention in 1948, holographic imaging has been
a powerful technique in recording the diffracted wavefront of
a three-dimensional (3-D) scene.1 A significant step forward
from analog holography is to record digitally the interference
pattern with an electronic sensor and to reconstruct the object
numerically, including the amplitude and phase information,
with a computer.2 Due to its noninvasive and label-free proper-
ties, digital holography (DH) has been applied to biological im-
aging,3,4 air quality monitoring,5 and surface characterization,6,7

to name just a few application areas.
Numerical reconstruction in DH is commonly based on the

Fresnel–Kirchhoff integral,8 which, however, cannot be directly
implemented due to its complexity. Simplifying it results in

several numerical algorithms, such as the Fresnel approach,9

paraxial transfer function approach (also called convolution
method, or CONV),10 and nonparaxial transfer function ap-
proach (also called angular spectrum method, ASM for short).11

More recently, compressed sensing12 has also been studied for
holographic reconstruction.

Many of these methods share in common the need for
detailed knowledge about the experimental setup, such as the
wavelength of the laser, pixel pitch of the camera, and the object
distance. The last one is normally estimated through autofocusing
algorithms, many of which are computationally intensive and
time-consuming.13,14 Additional steps, such as phase shifting15

and filtering in the frequency domain,16 are also necessary to sup-
press the zero-order and twin images, before using Fresnel propa-
gation or Fourier transform to reconstruct the wavefront.

Phase imaging in DH presents additional challenges for the
reconstruction process. The wavefront is first reconstructed*Address all correspondence to Edmund Y. Lam, E-mail: elam@eee.hku.hk
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using ASM or CONV, then the phase is obtained by calculating
the angle of the complex amplitude. However, it is usually
wrapped within ð−π; π� and has aberration due to the objective
or reference beam.17 To obtain the true phase, unwrapping algo-
rithms such as the weighted least square fitting technique,18 the
Goldstein branch-cut approach,19 and the quality-guided
method20 have to be used, yet they are normally slow and
too sensitive to give a successful result.21 To avoid phase un-
wrapping and to compensate for the phase aberration, one
can opt for either additional hardware,17,22,23 which can involve
bulky and expensive optical components, or algorithms that
make strong assumptions about the imaging process.24,25

In many microscopy applications, it is highly desirable to
obtain images in which the entire 3-D object is in focus and
the depth information is shown to the user. These are known
as extended focused imaging (EFI) and depth map (DM)
reconstruction.26 DH, compared to conventional optical micros-
copy, is particularly suited for these tasks since it can record 3-D
information in a single hologram. Current computational algo-
rithms are based on selecting different portions in sharp focus
from a stack of reconstructed images,27 solving a regularized
minimization problem that may converge slowly,28 or using ad-
ditional hardware.29 The situation is thus similar to phase imag-
ing, where neither bulky optical hardware nor computationally
intensive algorithms seem to be the best approach.

In recent years, deep learning has emerged as a rapidly de-
veloping technique that benefits various application areas such
as image processing, computer vision, and natural language
processing.30,31 This powerful tool has also been shown to be
useful to holography. In Ref. 32, Nguyen et al. proposed to
use deep learning for phase aberration compensation in digital
holographic microscopy.32 A simplified U-net, which is trained
only for binary background detection, works as an intermediate
tool to preprocess the unwrapped aberrated phase images. This
is followed by Zernike polynomial fitting, the ASM method,
and phase unwrapping for a final reconstructed phase image.
In Ref. 33, a deep neural network is trained for twin-image
and self-interference artifacts elimination in lens-free in-line
DH.33 The in-focus backpropagation of the hologram is fed into
the network for training. Despite its success in noise removal,
the network only accepts reconstructed complex wavefront
(reconstructed amplitude and phase in two channels separately),
thus conventional reconstruction algorithms are still required
beforehand. The prediction quality also significantly drops
for defocused reconstruction that is out of the depth-of-field
(DOF) of the system, which is only 4 μm. More recently,
Wu et al.34 demonstrated the use of deep learning for performing
autofocusing and phase-recovery to extend the DOF in an on-
chip holographic microscope. However, not only is the backpro-
pagated hologram fed into the trained network as input but also
a conventional autofocusing method, known as “Tamura of the
gradient,”35 and a conventional reconstruction method, ASM,
have to be employed before obtaining a reconstructed image.

Recently, we proposed to tackle the autofocusing by treating
it as a classification problem36 and furthermore, a regression
problem37 handled in an effective way using a learning-based
nonparametric method. The object is then reconstructed with
the distance that is predicted from the raw hologram, using
the CONV method. It is natural to ask: inasmuch as the object
distance can be obtained from the hologram directly, can we go
down the road to holographic image reconstruction? Apart
from reconstruction directly from the hologram, can we also

achieve different reconstruction tasks with one single algorithm,
without the need to design specific ones for different tasks?
Motivated by this, in this paper, we propose an end-to-end deep
learning-based framework, called a holographic reconstruction
network (HRNet), for numerical reconstruction in DH. By
adopting this end-to-end learning strategy, raw holograms are
directly fed into the network as input for training. As such,
the network automatically learns internal representations of
the necessary processing steps in holographic reconstruction
and builds up a connection in pixel-level between a raw holo-
gram and its backpropagation. In contrast to previous ap-
proaches, in this way, the network can output a noise-free
reconstruction without the necessity to know any physical
parameters of the imaging system or to implement any further
auxiliary processing. Apart from demonstrating the usefulness
of this method in reconstructing amplitude objects, we also
show its use in recovering quantitative phase and significantly
extending the DOF by reconstructing the EFI and DM for a mul-
tisectional object. Furthermore, we quantitatively compare the
proposed method with the conventional ones for each modality,
and the results demonstrate that the proposed method outper-
forms traditional methods significantly.

2 Method
Intrinsically, a hologram captured by a camera is a two-dimen-
sional (2-D) intensity image recording the whole information of
a 3-D scene. Reconstructing the object’s complex wavefront is
to extract useful information hidden in the interference pattern,
or in other words, to map the hologram to its amplitude and/or
phase. Mathematically, deep learning is capable of approximat-
ing any continuous functions if the number of fitting parameters
can grow indefinitely.38 This great flexibility, together with the
development of many effective training algorithms in this field,
motivates us to employ this new powerful tool to find the map-
ping for holographic reconstruction in a new manner.

For many deep learning-based tasks, the network depth is of
crucial importance. A deeper network has more fitting param-
eters and can enrich the level of features representing the data;
yet, along with more layers is the problem of a vanishing/
exploding gradient. To ease the training of a deep neural net-
work, the method called deep residual learning can be used,
which explicitly adds an identity mapping between layers to sig-
nificantly speed-up computation.39 Nevertheless, as a general
principle for any application, there is a delicate balance between
having a deeper network and avoiding excessive computational
load. Taking serious consideration of this trade-off between per-
formance and training load, in accordance with the generic
residual learning principle, we design a deep residual network
of moderate depth, HRNet, to achieve end-to-end holographic
image reconstruction. The network architecture is shown in
Fig. 1 (see Sec. 6 for detailed analysis).

In Fig 1(a), the framework consists of three functional
blocks: input, feature extraction, and reconstruction. In the first
block, the input is a hologram of either an amplitude object
(top), a phase object (middle), or a two-sectional object (bot-
tom). For each reconstruction, respective datasets are prepared
and the network is trained separately. The second block, HRNet,
consists of three basic units. The first unit is a convolutional
layer of 32 feature maps of size 3 × 3, with a batch normaliza-
tion (BN) layer, which normalizes the output in each hidden
layer, and a nonlinear activation layer using a rectified linear
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unit (ReLU), which is defined as ΨðxÞ ¼ maxð0; xÞ.40 The sec-
ond unit is the residual unit, which is denoted as “ResUnit (N),”
with a depth of N. This residual unit consists of a max-pooling
layer, two identical layers composing of a convolutional layer
withN feature maps of size 3 × 3, a BN layer, and a ReLU layer.
The input of each ResUnit is identically mapped and added to its
output for skip connection. The residual unit is then repeated six
times with different depths. Note that the max-pooling layer,
which is denoted as “max pool” and would prevent the network
from overfitting, only exists in the dashed ResUnit. This is be-
cause max-pooling would divide the size of image in each di-
mension by half, leading to odd dimensions and thus difficulty
in the subsequent upsampling operation. The third unit in
HRNet is a subpixel convolutional layer denoted as “Sub-
Pixel Conv.” Rather than conventional transposed convolution
methods that have numerous trainable parameters, here we uti-
lize the recent subpixel convolution method for upscaling the
reduced intermediate image to its original size.41 It consists
of a “3 × 3 × 64” convolutional layer, a BN layer, a ReLU layer,
and a periodic shuffling operation. After a regular convolutional
layer, a specific type of image reshaping, periodic shuffling, is
performed to build a high-resolution image in a single step.
Since the image size is downsampled by a factor of 8 in each
dimension due to max-pooling, the periodic shuffling here is
to rearrange the elements of a height × width × channel × 64
tensor to a tensor of shape ð8 × heightÞ × ð8 × widthÞ×
channel. By doing so, an image with the original resolution
is recovered, which is why the earlier convolutional layer in
front of the periodic shuffling has a depth of 64. This param-
eter-free resizing operation can save computational load and
time significantly, compared to commonly used U-Net architec-
ture. For detailed explanation of this method, we refer readers to
Ref. 41. In the last block, according to respective input data, the
network gives the corresponding reconstructed images.

Mathematically, suppose for the first convolutional layer, the
input hologram data are denoted as X1. The function F 1ð·Þ to be
learned at this layer can then be expressed as

F 1ðX1Þ ¼ ReLU½BNðW1 � X1 þ B1Þ�; (1)

where W1 and B1 represent the learnable weights and biases at
the first layer, and � denotes the convolution operation.

As for the i’th intermediate ResUnit, given the input Xi,
the function F ið·Þ to be learned at the i’th layer is

F iðXiÞ ¼ ReLU½BNðWi � Xi þ BiÞ� þ Xi; i ¼ 2;…; 7;

(2)

where Wi and Bi represent the weights and biases abstracted
from the two convolutional layers in one ResUnit at layer i, and
the pooling layer is omitted here for simplicity of notation.39

To alleviate computational load and prevent overfitting,
HRNet contains three max-pooling layers, thus the input image
size is downsampled with a scale factor of 8 along the forward
propagation in the network. Therefore, the same upscaling fac-
tor of 8 is necessary in the subpixel convolutional layer. At this
layer, only the first step, 2-D convolution, has parameters to be
updated along training, whereas the second step is parameter-
free, reducing the number of trainable parameters of the network.
Therefore, the function at this layer F 8ð·Þ can be expressed as

F 8ðX8Þ ¼ PSðW8 � X8 þ B8Þ; (3)

where W8 and B8 represent the feature maps and biases at the
final layer, and PS represents the periodic shuffling operation.
Finally, with these functional layers, learning an end-to-end map-
ping function Fð·Þ requires estimating network parameters
Θ ¼ fW1;…;W8; B1;…; B8g. This is achieved through mini-
mizing the loss function between the predicted images F ðX;ΘÞ
and the ground-truth images Y. Given a set of holograms fXkg
and their corresponding ground-truth images fYkg as labels, we
define the loss function as pixelwise mean squared error

LðΘÞ ¼ 1

K

XK

k¼1

kYk − F ðXk;ΘÞk22; (4)

(a)

(b)

(c)

Fig. 1 (a) Schematic of the deep learning workflow and the structure of HRNet. It consists of
three functional blocks: input, feature extraction, and reconstruction. In the first block, the input
is a hologram of either an amplitude object (top), a phase object (middle), or a two-sectional object
(bottom). The third block is the reconstructed output image according to the specific input.
The second block shows the structure of HRNet; (b) and (c) elaborate the detailed structures of
the residual unit and the subpixel convolutional layer, respectively.

Ren, Xu, and Lam: End-to-end deep learning framework…

Advanced Photonics 016004-3 Jan∕Feb 2019 • Vol. 1(1)
Downloaded From: https://www.spiedigitallibrary.org/journals/Advanced-Photonics on 27 Nov 2019
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



whereK denotes the number of images in a minibatch. The train-
ing process stops after finishing all preset epochs. Test set is then
fed into the network to test the performance of the network in
predicting new data.

3 Experimental Results and Comparisons
The DH setup used in this paper consists of a typical lens-free
Mach–Zehnder interferometer. Apart from the standard compo-
nents in an interferometer, additionally, two linear motion
controllers (Newport, CONEX-LTA-HL) are used to control
the movement of the object axially and laterally in the object
arm.37 The reference beam and object beam propagating along
two arms separately interfere at the hologram plane, and thus
a fringe pattern is generated and recorded by a detector. In ad-
dition, adjustments on the angle between the reference beam and
object beam and exposure of detector are done by manual op-
erations on the mirror and camera. Note that no objective lens is
included in the setup, leading to a unit magnification of the sys-
tem. Three different kinds of objects are selected and placed at
the object plane as samples. The amplitude objects, as shown in
Fig. 2(a), are various areas of a negative USAF 1951 test target
(Thorlabs R3L3S1N). For each holographic acquisition, a small
local area on the target is imaged and recorded with unit mag-
nification in the transmission mode. The second sample, which
is a phase-only object, is a customized groove with tiny struc-
tures made on an optical wafer using lithography. In Fig. 2(b), it
is imaged using a microscope with a 4× objective lens. The third
one is a two-sectional object consisting of a transparent triangle
and a transparent rectangle on the proximal and distal planes to
the camera. The axial distance between the two discrete sections
is 5 mm, as shown in Fig. 2(c).

The proposed HRNet model follows the train-validate-test
scheme. The collected hologram data are randomly split into

three subsets with a ratio of 80:10:10 for training, validation,
and testing. Before training the network, all the weights and
biases are initialized using truncated normalization method with
a standard deviation of 0.1 and the biases are initialized with
a constant of 1. Considering the training time and memory limi-
tation, in every iteration, only a small batch of 10 holograms,
called a minibatch, of the entire training set is fed into the net-
work. Each hologram has a size of 800 × 800, which is cropped
from the original 1280 × 1024. The loss function, Eq. (4), is
minimized using the Adam optimizer,40 which is an extension
of the stochastic gradient descent optimization method. A criti-
cal parameter in the optimizer, known as the learning rate,
controls the gradient descent velocity in optimization. It is
empirically set to be 0.01, and as the training progresses, it de-
cays exponentially with a rate of 0.9. In each minibatch training,
the weights and biases are automatically updated after one iter-
ation of optimization. The proposed network is implemented
using TensorFlow and all the experiments are performed in
a Ubuntu 16.04.2 environment with an Intel Core i7 920 proc-
essor (2.67 GHz, 8 cores), 24 GB of RAM, and an Nvidia
GTX 760.

3.1 Amplitude Object

As described above, for each acquisition, a small local area on
the resolution chart is imaged and digitally stored as a hologram.
After recording one hologram, either the chart is laterally or ax-
ially moved by adjusting the motion controller, or the incident
angle of two beams is slightly changed by rotating the mirror, to
create a new hologram. The axial position is set around 295 mm
(may differ in a range of �10 mm). The exposure time and gain
of the camera are set as 10 ms and 2, respectively, to ensure the
maximal pattern contrast. By doing so, more than 10,000 holo-
grams are collected as the dataset. For each hologram, its cor-
responding ground-truth image is required as the label image to
feed into the HRNet simultaneously for supervised training. The
label image is obtained by numerically backpropagating the raw
hologram using the CONV method, and then the noisy recon-
structed image is carefully and manually cleaned for artifacts
removal. In Fig. 3, we provide an example showing four of

Fig. 2 (a) The USAF test target and its local areas as amplitude
objects. (b) A customized groove on an optical wafer as the
phase object. (c) A homemade two-sectional object consisting
of a transparent triangle and a rectangle located at different axial
positions.

Fig. 3 Experimentally collected testing holograms of amplitude
objects.
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the testing holograms. The label images of holograms in Fig. 3
are shown in Figs. 4(a)–4(d).

The training stage for the amplitude object is stopped after
2 × 104 iterations of minibatch training, which equals 25
epochs, meaning that the network is trained for around 25 times
throughout the training subset. As the network is getting trained,
representative features of the holograms are learned by the net-
work, leading to reduction of loss and update of weights and
biases. Test subset, which is never seen before by the network,
is then fed into the network for prediction. The machine-pre-
dicted reconstructions of holograms in Fig. 3 are shown in
Figs. 4(e)–4(h). They are visually identical to the ground-truth
images, illustrating the successful reconstruction with the pro-
posed method from raw holograms.

Furthermore, we compare HRNet with conventional ap-
proaches, ASM and CONV. For the conventional ones, param-
eters of the optical setup, such as the laser wavelength
(632.8 nm), pixel pitch of the camera (5.2 μm), and object dis-
tance (around 295 mm) have to be known a priori. In addition,
the 0 and −1 spectra need to be removed in the frequency do-
main. Since the angle between the two beams is also changed in
acquisition, determining the positions of the band-pass filter has
to be done manually. In Figs. 4(i)–4(p), the reconstructed im-
ages using ASM and CONV are shown. Although by and large
the conventional methods can also correctly reconstruct the
object, it can be observed that there is significant noise in the

background and artifacts around the object, whereas the predicted
images by HRNet are noise-free. The superior performance of
using deep learning for holographic reconstruction is evident.

Lastly, to make a quantitative comparison among the three
methods, the peak signal-to-noise ratio (PSNR) and structural
similarity (SSIM)42 between the reconstructed and ground-truth
images are calculated and given in Table 1. The score is the aver-
age value among the individual subset. From the table, we can
see that ASM and CONV have a similar performance in both
PSNR and SSIM. Although in computational time the three
methods are rather close, the proposed HRNet outperforms them
markedly in reconstruction quality. These results illustrate that
the deep learning method can significantly improve the recon-
structed image quality better than conventional methods by
a substantial margin.

3.2 Phase Object

Apart from reconstructing an amplitude object, we also quanti-
tatively reconstruct the phase object in Fig. 2(b) using the pro-
posed HRNet. Since the groove is customized by design,
the 3-D information of the sample is thus known a priori (length
and width are 1.1 and 0.1 mm, and the thickness is ∼140 nm).
The data collection process is similar to that of the amplitude
object, and finally we collect 2500 holograms in which the
phase object is located at different spatial positions. Several

Fig. 4 (a)–(d) Ground-truth images and reconstructed images of holograms in Fig. 3 using
(e)–(h) HRNet, (i)–(l) ASM, and (m)–(p) CONV.

Ren, Xu, and Lam: End-to-end deep learning framework…

Advanced Photonics 016004-5 Jan∕Feb 2019 • Vol. 1(1)
Downloaded From: https://www.spiedigitallibrary.org/journals/Advanced-Photonics on 27 Nov 2019
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



holograms used for testing are presented in Fig. 5 [without the
magnification as shown in Fig. 2(b)].

As the thickness of the groove (140 nm) is already known,
given the wavelength (HeNe laser source, Thorlabs HNL100L-
EC, λ ¼ 632.8 nm), the refractive indices of the material (fused
silica, n ¼ 1.4585) and the ambiance (air, n0 ¼ 1), the sample’s
true phase ϕ can be calculated by ϕ ¼ 2π

λ ðn − n0Þh, which is
around 2 rad. The ground-truth quantitative phase image is then
acquired by manually cleaning the initial phase image, which is
obtained by conventional phase unwrapping and aberration
compensation.25,43 The label images of Fig. 5 are shown in
Figs. 6(a)–6(d). The hologram and label data are split following
the same scheme to train the HRNet, and the training process is
stopped after 25 epochs. The trained network is then to predict
holograms in test subset, and the output images of holograms in
Fig. 5 are presented in Figs. 6(e)–6(h). Note that the quantitative
phase image is the direct output of the network, with which
phase unwrapping and aberration are avoided.

In addition, we compare the performance of HRNet with
commonly used phase aberration compensation approaches,
PCA25 and double exposure (DE).17 The former assumes that
the phase aberration has only linear and spherical components.
The latter requires an additional reference hologram, in which
the object is removed from the optical path. This reference holo-
gram should be recorded instantly after the object hologram in
order to avoid random fluctuation of laser, read noise of camera,
shot noise, and vibration of the ambiance. In addition, phase
unwrapping has to be used after compensating the phase aber-
ration. Here we use least squared fitting for both approaches to
obtain the true phase. Reconstructed quantitative phase images
using PCA and DE are shown in Figs. 6(i)–6(l) and 6(m)–6(p),
respectively. Quantitative measurements of PSNR and SSIM of
the three methods are given in Table 2.

As can be seen, the phase images obtained by PCA and DE
are full of artifacts, especially at the corners. The object is even
difficult to observe in Figs. 6(i) and 6(m). In contrast, HRNet
reconstructs the best phase image that is free from noise and
artifacts. Not surprisingly, in Table 2, HRNet has the best scores
of PSNR and SSIM. These results clarify the significant im-
provement of the proposed method in reconstructing the quan-
titative phase image from a raw hologram of a phase object in an
end-to-end manner. It is noteworthy that the conventionally gen-
erated phase images have a PSNR and SSIM about 10 dB and
0.1, resulting in significant improvements of HRNet by 20 dB
and 0.85. It is understandable that conventional methods give
rather small values since we calculate the PSNR and SSIM be-
tween the reconstruction and the binary ground-truth image.
Thus, the difference at every pixel would accumulate and lead
to a large error and a low similarity. In contrast, the improve-
ments for amplitude reconstruction, in which the ground-truth
images are grayscale, are only around 6 dB and 0.7 for PSNR
and SSIM.

It is also worth noting that, for the conventional approaches,
not only do the same parameters used for amplitude
reconstruction in Sec. 3.1 have to be known, but also additional
phase aberration compensation algorithm and phase unwrap-
ping algorithm are needed. In contrast, these requirements
are avoidable for HRNet. Phase aberration is automatically com-
pensated, and afterward the aberration-free phase is also auto-
matically unwrapped during the forward propagation of input
hologram along the network. We also note that, in practice,
DH is usually used for measuring the phase quantitatively in
biology and microelectronics. For these cases, the ground-truth
information may not be available before measurement, and thus
the method described here for creating the label image cannot be
adopted. However, in some specific applications such as ma-
laria-infected red blood cells detection44 and microelectronics
surface defects detection,45 the sample is basically deterministic.
Thus, the true phase information of the sample can be acquired
using iterative (Gerchberg–Saxton algorithm, ptychographical
iterative engine) or noniterative (transport of intensity equation)
phase retrieval approaches a priori.46 Once the label image is
acquired, the network can then be trained and needs to be
trained only once with the holograms and the label images.
Afterward, the well-trained network can then be used to predict
for detecting new malaria-(non)infected red blood cells or
micro/nanostructures.44 The proposed method is thus potentially
applicable for quantitative phase imaging, and pushing this
proof-of-concept study for practical applications is straight-
forward.

Fig. 5 Experimentally collected testing holograms of the phase
object.

Table 1 Comparison of reconstruction performance for the am-
plitude object among ASM, CONV, and HRNet.

Measure Methods

Amplitude dataset

Validation Test

PSNR (dB) ASM 17.66 19.64

CONV 19.68 20.54

HRNet 25.99 24.62

SSIM ASM 0.20 0.19

CONV 0.26 0.26

HRNet 0.92 0.91

Time (s) ASM 1.56 1.49

CONV 1.35 1.72

HRNet 1.14 1.21

Note: Bold values indicate the best performance.
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3.3 Two-Sectional Object

Apart from the single-sectional object discussed above, multi-
sectional samples are not rare in DH.26 We make a two-sectional
sample, as shown in Fig. 2(c), to verify the capability of the
proposed framework and totally we collect 2000 holograms
by spatially shifting the object. Several testing holograms are
presented in Fig. 7 for example. In Figs. 7(a) and 7(c), the tri-
angle and the rectangle are located at 280 and 285 mm. And
they are at 285 and 290 mm in Fig. 7(b), and at 277 and
282 mm in Fig. 7(d). To get rid of defocus noise and to
achieve 3-D imaging, an all-in-focus image and a DM are de-
sired. Therefore, here we realize the two reconstruction
modalities, EFI and DM, using HRNet. With EFI and DM,
it is easy to obtain the sectioning images by setting a proper
threshold, and thus the network is not particularly trained for
sectioning image reconstruction here. However, we would like
to emphasize that training HRNet for sectioning is straight-
forward.

Similar method in Sec. 3.1 is utilized to generate ground-
truth images for EFI and DM. Then, the network is separately

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m)

0 2 4 6 8

(n) (o) (p)

Fig. 6 (a)–(d) Ground-truth images and reconstructed quantitative phase images of
holograms in Fig. 5 using (e)–(h) HRNet, (i)–(l) PCA, and (m)–(p) DE. The unit of the color
bar is radian.

Table 2 Comparison of reconstruction performance for the
phase object among PCA, DE, and HRNet.

Measure Methods

Phase dataset

Validation Test

PSNR (dB) PCA 10.12 9.53

DE 8.94 8.68

HRNet 30.35 30.49

SSIM PCA 0.13 0.11

DE 0.12 0.10

HRNet 0.96 0.96

Time (s) PCA 1.96 1.93

DE 2.09 2.15

HRNet 1.06 1.20

Note: Bold values indicate the best performance.
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trained for EFI and DM in consideration of the training speed
and memory. The training is stopped after 25 epochs and testing
set is fed into the network. For comparison, conventional meth-
ods for EFI and DM reconstruction based on self-entropy
(SEN), variance (VAR), and Tenenbaum gradient (TEN)26 are
selected for comparison. To implement these methods, an esti-
mated range where the two sections may be located, for exam-
ple, 270 and 295 mm, has to be known a priori. Within this
range, sequential numerical reconstruction (16 reconstructions)
is performed and these metrics are calculated for every pixel
within a window (11 × 11). Reconstructed images using these
four methods and quantitative comparison results are given in
Fig. 8 and Table 3. Not surprisingly, HRNet notably out-
performs conventional methods in both visualization and quan-
titative measurements. Although conventional methods can
basically reconstruct the EFI and DM, due to the coarse distance
sampling and unavoidable noise in the experiments, pervasive
artifacts exist at the background in EFI, and the focal
distances of the two sections are indistinguishable in DM. In
addition, since the HRNet is free from sequential numerical
reconstruction, the feedforward prediction is fast (as given in
Table 3, around 1 s), whereas the other three methods need

(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

(q) (r) (s) (t) (u) (v) (w) (x)

(y) (z) (aa) (ab) (ac) (ad) (ae) (af)

(ag) (ah) (ai) (aj) (ak) (al) (am) (an)

275 280 285 290 295

Fig. 8 Ground-truth: (a)–(d) EFI and (e)–(h) DM. HRNet, reconstructed: (i)–(l) EFI and (m)–(p) DM.
Entropy, reconstructed: (q)–(t) EFI and (u)–(x) DM. T-gradient, reconstructed: (y)–(ab) EFI and
(ac)–(af) DM. Variance, reconstructed: (ag)–(aj) EFI and (ak)–(an) DM. The color bar shows
the depth in DM; the unit is mm.

Fig. 7 Experimentally collected testing holograms of the two-
sectional object.
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a much longer processing time (normally >6 min for a coarse
sequential reconstruction within the given range in our setting).
As such, HRNet can not only provide a high-quality estimation
of EFI and DM but also a substantial decrease in computation
time, compared to conventional cumbersome metric-based
methods.

4 Discussions
Here, we further explore the capability of the trained network
under various situations. As the amplitude object is the most
common case in DH, and other reconstruction modalities are
based on amplitude reconstruction, the following experiments
and discussions are performed under this situation.

4.1 Different Incident Angles

As explained in Sec. 3.1, for conventional holographic
reconstruction methods, normally the þ1 spectrum needs to
be manually selected and retained in order to remove the
0 and −1 spectra in off-axis holography. As such, whenever
the incident angle between the two beams changes, either
due to new experiment or adjustment of the fringe contrast,
manual operations are needed for reconstruction. Since we
are tackling holographic reconstruction from raw holograms
in a nonparametric fashion, it is critical to test the performance
of the network under the situation of different incident angles.
Therefore, we record holograms of different angles and feed
them into the trained network (which did not see holograms
of these angles in training). In Fig. 9, two holograms captured
under different angles and their corresponding frequency spec-
tra are shown. We can see that the þ1 spectra of the two holo-
grams are fairly different, as annotated with the red markers.
Note that the hologram in Fig. 9(a) has a different fringe con-
trast, but this kind of hologram also appears in the previous
training set.

As can be seen from Figs. 9(e) and 9(f), although the holo-
grams are recorded under different angles, the network can still
output reconstructed images in good quality, illustrating that the
network is capable of reconstruction regardless of variation in
the incident angles. In other words, even if the mirrors in
a setup have a slight rotation, the proposed method can still
perform well.

4.2 Different Axial Distances

In Sec. 3.1, the training data consist of holograms recorded at
several discrete longitudinal distances. In reality, however, it is
impossible and unnecessary to place objects at every single po-
sition and collect data. Therefore, it is critical to consider how
well the network can perform if an object is located at distances
different from those in the training set. To test this, we retrain the
network with holograms of which the object is located at

Table 3 Comparison of EFI and DM reconstruction performance
for the two-sectional object among SEN, VRA, TEN, and HRNet.

Measure Methods

EFI DM

Validation Test Validation Test

PSNR (dB) SEN 16.82 15.92 12.66 12.78

VAR 15.44 14.69 12.78 11.92

TEN 16.03 15.86 11.82 12.24

HRNet 35.64 35.72 37.81 36.70

SSIM SEN 0.28 0.27 0.80 0.80

VAR 0.10 0.11 0.82 0.82

TEN 0.14 0.10 0.80 0.80

HRNet 0.97 0.97 0.97 0.98

Time (s) SEN 380.30 392.68 390.03 391.36

VAR 384.38 386.52 390.58 388.82

TEN 376.76 383.66 398.29 394.37

HRNet 1.35 1.30 1.04 1.42

Note: Bold values indicate the best performance.

Fig. 9 (a) and (b) Holograms. (c) and (d) Frequency spectra. (e) and (f) Reconstructed images
under different angles.
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295 mm. Then, we feed holograms recorded with distances of
303 and 280 mm into the trained network for reconstruction.
In Fig. 10, we show the testing holograms and reconstructed
images by the network. Although the network is trained with
only one particular distance, it can still give a good output
for different distances. This experiment demonstrates that the
network has learned the underlying characteristics of holo-
grams, and the object can be reconstructed in a straightforward
way without the need to search for the object distance by
autofocusing.37

5 Conclusions and Future Work
To conclude, an end-to-end learning architecture, HRNet,
is presented for numerical reconstruction in DH. Various
reconstruction modalities, including amplitude reconstruction,
quantitative phase imaging, EFI, and DM reconstruction,
are demonstrated to verify its efficacy and superiority in
image quality. With a single network architecture, or equiva-
lently a single algorithm, various reconstruction modalities can
be implemented with different training data. This all-in-one
characteristic avoids time-consuming computation and inter-
mediate algorithm design. Furthermore, it is easy to retrain
a well-trained network with new data to extend or refine the
performance of the network. We believe that the proposed
framework has considerable potential and wide applicability
in object detection, particle tracking, and super-resolution,
making DH more accessible and leading to exciting new
applications.

Note that the present data collection strategy and the network
training have some limitations. The dataset consists of multiple
similar objects, which are different parts of the resolution target.
Although effective, it would be of greater interest to extend this
method to microscopic samples. As mentioned before, an ad-
vantage of the learning-based technique is that the well-trained
network can be retrained when new data are available. When
new microscopic samples are available, it is straightforward
to retrain the well-trained network for extension. Therefore, data
collection of microscopic specimens with DHM configuration is
crucial and will be our main work in the future.

6 Appendix A: Details of the Proposed
Network

The detailed parameters of the proposed HRNet are given
in Table 4.

Fig. 10 Holograms [(a) and (b)] and reconstructed images [(c)
and (d)] under different axial distances.

Table 4 Detailed description of the layers and parameters of the proposed HRNet (biases are ignored in the computation).

Layer number Layer type Configuration Number of parameters

Layer 1 2-D convolution 3 × 3 × 32 + BN + ReLU 3 × 3 × 32 = 288

Layer 2 ResUnit (64) Max-pooling:
2 × 2 3 × 3 × 64 + BN + ReLU
3 × 3 × 64 + BN + ReLU

Parameter-free
3 × 3 × 32 × 64 = 18,432
3 × 3 × 64 × 64 = 36,864

Layer 3 ResUnit (64) 3 × 3 × 64 + BN + ReLU
3 × 3 × 64 + BN + ReLU

3 × 3 × 64 × 64 = 36,864
3 × 3 × 64 × 64 = 36,864

Layer 4 ResUnit (128) Max-pooling:
2 × 2 3 × 3 × 128 + BN + ReLU
3 × 3 × 128 + BN + ReLU

Parameter-free
3 × 3 × 64 × 128 = 73,728
3 × 3 × 128 × 128 = 147,456

Layer 5 ResUnit (128) 3 × 3 × 128 + BN + ReLU
3 × 3 × 128 + BN + ReLU

3 × 3 × 128 × 128 = 147,456
3 × 3 × 128 × 128 = 147,456

Layer 6 ResUnit (256) Max-pooling:
2 × 2 3 × 3 × 256 + BN + ReLU
3 × 3 × 256 + BN + ReLU

Parameter-free
3 × 3 × 128 × 256 = 294,912
3 × 3 × 256 × 256 = 589,824

Layer 7 ResUnit (256) 3 × 3 × 256 + BN + ReLU
3 × 3 × 256 + BN + ReLU

3 × 3 × 256 × 256 = 589,824
3 × 3 × 256 × 256 = 589,824

Layer 8 Subpixel convolution 3 × 3 × 64 + BN + ReLU + periodic shuffling 3 × 3 × 256 × 64 = 147,456

Total parameters 2,857,248
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