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Most current system optimum dynamic traffic assignment (SO-DTA) models do not contain first-in-first-out

(FIFO) constraints and are limited to single-destination network applications. In this study, we introduce

the link transmission model (LTM) for the development of SO-DTA models either with or without FIFO

constraints for general network applications. The proposed SO-DTA models include the LTM and can lead

to a linear programming (LP) formulation if the FIFO constraints are not explicitly captured. The vehicle

holding problem can be addressed by adding a penalty term to the objective function. We also formulate FIFO

constraints in terms of the relationship between link cumulative inflows and outflows and the link entry time.

Optimization models that integrate the proposed FIFO constraints into the proposed LP formulations for

SO-DTA problems without FIFO constraints are also developed to formulate SO-DTA problems with FIFO

constraints. Based on the properties of the proposed optimization problems, branch-and-bound algorithms

are developed to solve SO-DTA problems with FIFO constraints. Two methods are developed to identify

FIFO violations in feasible flow patterns and to design a branching scheme for the proposed branch-and-

bound algorithms. Finally, numerical examples are set up to demonstrate the properties of the proposed

models and the performance of the algorithms.
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1. Introduction

A system optimal (SO) static traffic assignment problem is aimed at predicting an optimal traffic

pattern that minimizes the total system travel time (TSTT) spent by all travelers in the network.

This problem can serve as a benchmark for evaluating the performance of a transportation system

(Ma et al. 2014) and can be formulated as a mathematical program with a convex solution set

that can be easily solved. The resultant TSTT can be compared with that obtained by solving the
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corresponding user equilibrium (UE) static traffic assignment problem, which can be formulated

as a mathematical program or a variational inequality (VI) problem with a convex solution set.

However, for the dynamic extensions of SO and UE static traffic assignment problems (i.e., dynamic

traffic assignment (DTA) problems), their solution sets are always non-convex, mainly because they

often capture desirable properties to make the solutions consistent with actual traffic behavior.

These properties include queue spillback (e.g., Daganzo 1995; Lo and Szeto 2002; Ramadurai

and Ukkusuri 2010; Ukkusuri et al. 2012; Ma et al. 2014; Long et al. 2015a, 2016; Jiang et al.

2016), first-in-first-out (FIFO) (e.g., Carey 1992; Long et al. 2011; Carey et al. 2014), and non-

vehicle holding (NVH) (e.g., Shen et al. 2007; Zheng and Chiu 2011; Zhu and Ukkusuri 2013).

Queue spillback refers to the queue spilling over to its upstream links. FIFO states that vehicles

exit from the link in the same order they entered it. Vehicle holding implies that traffic flows are

reluctant to move forward from upstream links to their downstream links even if vacant spaces

are available on the downstream links. In DTA models, capturing queue spillback can lead to the

non-existence of UE solutions (Szeto and Lo 2006); the FIFO requirement can yield a nonconvex

constraint set (Carey 1992), and the NVH requirement can introduce discrete decision variables,

making the resultant problem more difficult to solve efficiently. Developing SO-DTA models for

the benchmarking that can both capture actual traffic behavior and be solved efficiently is thus

challenging.

According to the available route and departure time choices, SO-DTA problems can be classified

into three categories: (1) pure departure time choice problems (e.g., Vickrey 1969; Liu et al. 2015),

(2) pure route choice problems (e.g., Merchant and Nemhauser 1978a,b; Ho 1980; Ziliaskopoulos

2000; Ukkusuri and Waller 2008; Nie 2011; Zheng and Chiu 2011; Zhu and Ukkusuri 2013; Zheng

et al. 2015), and (3) simultaneous route and departure time choice (SRDTC) problems (e.g., Chow

2009; Doan and Ukkusuri 2012; Qian et al. 2012; Ma et al. 2014, 2017). The first two categories

are special cases of the last. In pure departure time choice problems, travelers’ route choices are

not explicitly considered and only one route is modeled for each origin-destination (OD) pair (e.g.,
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Vickrey 1969; Liu et al. 2015). The pure route choice problems assume that travelers’ departure

times are fixed. These problems have received more attention than the other two.

SO-DTA problems can be modeled based on two approaches: formulating them as (1) standard

UE-DTA problems and (2) mathematical programming problems. The first approach commonly

uses marginal path travel times to formulate SO-DTA problems as standard UE-DTA problems,

and any solution algorithms developed for UE-DTA problems (e.g., Friesz et al. 1993; Lo and

Szeto 2002; Perakis and Roels 2006; Long et al. 2013b; Guo et al. 2018) can thus be used to

solve the SO-DTA problems. The key step in this approach is to evaluate marginal path travel

times. However, when realistic traffic flow models are used, marginal path travel times are obtained

through a procedure called dynamic network loading (DNL), and they have a complex dependence

on path flows. The evaluation of marginal path travel times is thus notoriously difficult in general

networks (Qian et al. 2012).

The second approach typically formulates SO-DTA problems as mathematical programming

problems. The ease with which the resultant models can be solved is highly dependent on the

underlying DNL models, such as point queue models (e.g., Han 2003; Ban et al. 2012; Han et al.

2013a,b; Bliemer et al., 2014; Jin 2015; Long et al. 2015b), exit flow models (e.g., Merchant

and Nemhauser 1978a,b; Carey 1987; Carey and Srinivasan 1993), and kinematic wave models

(e.g., Daganzo 1995; Yperman 2007; Ziliaskopoulos 2000; Ukkusuri and Waller 2008; Han et al.

2015a,b, 2016b). The exit flow models treat the outflow of a link or a segment of a link as a

non-decreasing function of the number of vehicles on the whole link or link segment, respectively.

SO-DTA problems that incorporate exit flow functions are usually formulated as nonlinear and

nonconvex mathematical programming problems (e.g., Merchant and Nemhauser 1978a,b) that are

difficult to solve. The kinematic wave models are based on either the solution scheme of Daganzo

(1995) (i.e., the cell transmission model [CTM]) or that of Newell (1993) for the Lighthill and

Whitham (1955) and Richards (1956) hydrodynamic model of traffic flow. The main difference

between these models and exit flow models is that kinematic wave models consider storage capacity

to capture the effects of physical queues such as queue spillback. In addition, SO-DTA models
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that incorporate kinematic wave models can lead to a linear programming (LP) formulation, which

makes the formulation computationally efficient and solvable for a reasonably sized network (Zhu

and Ukkusuri 2013).

In existing SO-DTA models, FIFO is seldom considered in multi-destination networks. FIFO

indicates that vehicles that enter a link earlier will leave it sooner (Lo and Szeto 2002; Long et al.

2011; Carey et al. 2014). The FIFO condition can be used to rule out traffic overtaking in traffic

congestion or traffic jams. For a congested road, FIFO violations imply that faster vehicles are

allowed to “jump over” the preceding slower vehicles. This is unrealistic, as in reality, the faster

vehicles are slowed down by the slower vehicles ahead (Carey 2004). FIFO assumes that traffic

of different types that enters the same link at approximately the same time usually travels at the

same speed, and FIFO means traffic that enters an arc first will on average exit first (Carey 1992,

2004). Note that it is easily misunderstood that FIFO means vehicles should not overtake and pass

each other on a link, as they do in practice. FIFO considers the average behavior of aggregate

traffic flow; the FIFO solution can be interpreted as including localized overtaking (Carey 2004).

If we wish to capture (non-localized) traffic overtaking in a DTA or traffic flow model, different

types of drivers with different characteristics, such as speed, together with the FIFO condition for

each type of driver can be introduced into these models.

The FIFO requirement can yield a nonconvex constraint set in DTA models, especially if they

include multiple destinations or commodities (Carey 1992). Explicitly imposing this category of

constraints may increase the complexity of the DTA models; hence, the applicability of most SO-

DTA models is restricted in theory to the single-destination, single-commodity problem. In the

literature, UE-DTA models tend to implicitly guarantee FIFO by using a proper travel time model

that satisfies this property (e.g., Friesz et al. 1993; Lo and Szeto 2002; Long et al. 2013b). For

example, Friesz et al. (1993) proposed an affine link travel time model with respect to link volume

that satisfies strong FIFO, which was further used in their UE-DTA model. Unlike their model, the

UE-DTA models proposed by Lo and Szeto (2002) and Long et al. (2013b) used discretised travel

time models based on cumulative flows, in which link/route travel times were defined as the average
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travel times for vehicles entering the link/route during the concerned interval and had been proved

to satisfy weak FIFO (Long et al. 2011, 2013a). To the best of our knowledge, nonconvex FIFO

constraints are rarely incorporated explicitly into SO-DTA models; most existing SO-DTA models

are only developed for single-destination, single-commodity traffic networks (e.g., Merchant and

Nemhauser 1978a,b; Ziliaskopoulos 2000; Zheng and Chiu 2011) or multi-destination networks

without an explicit consideration of the FIFO requirement (e.g., Zhu and Ukkusuri 2013; Doan

and Ukkusuri 2015).

The vehicle hold problem has received more attention than FIFO. This problem often occurs

due to relaxation (i.e., replacing nonlinear equality constraints with inequality constraints) or

linearization, and is a common problem for SO-DTA models (e.g., Merchant and Nemhauser 1978a;

Ziliaskopoulos 2000). This cannot be found in a static SO assignment. Unless all vehicles are

controlled by a central computer or smart traffic signal systems can give red signals to all vehicles

that require holding, vehicle holding represents an unrealistic traffic flow phenomenon and should be

completely eliminated. The methods used to address the vehicle holding problem can be classified

into three categories: (a) the addition of a penalty term into the objective function (e.g., Lin and

Wang 2004; Zhu and Ukkusuri 2013), (b) the introduction of a set of mixed-integer linear inequality

constraints (e.g., Lo 1999; Pavlis and Recker 2009; Han et al. 2014, 2016a), and (c) a successive

linear optimization approach (e.g., Ho 1980; Nie 2011). The first category of methods only solves

the mathematical program once and is very efficient; however, the coefficient of the additional

term must be carefully set. The second category formulates the NVH constraints as linear mixed-

integer constraints and hence is not very efficient because it requires the solution of mixed-integer

problems. The third category eliminates vehicle holding via a successive readjustment scheme that

is realized by solving a series of LP problems and hence is less efficient than the first category.

These methods do not consider the FIFO requirement, and no adequate method for addressing the

vehicle holding problem under the FIFO requirement has been found.

In this paper, we introduce the link transmission model (LTM) of Yperman (2007) to formulate

various SO-DTA problems with and without consideration of the FIFO and NVH requirements.
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Unlike the LTM-based SO-DTA models developed by Long et al. (2018) and Ngoduy et al. (2016)

that only considered networks with a single destination and an OD pair, respectively, in our pro-

posed models we address the network with multiple origins and destinations. Our study also has

a different focus from those of Long et al. (2018) and Ngoduy et al. (2016). Long et al. (2018)

used the LTM to develop SO-DTA models with environmental objectives. Ngoduy et al. (2016)

adopted an extension of the LTM to develop SO-DTA models to find DSO solutions that optimally

distributed the congestion over links inside the network, which essentially eliminated avoidable

queue spillbacks. Our paper focuses on modeling FIFO in a general network with the considera-

tion of minimization of TSTT, unlike the single-destination SO-DTA models (e.g., Ziliaskopoulos

2000; Zheng and Chiu 2011), in which traffic flow satisfies FIFO by nature, and the LTM-based

multiple-OD SO-DTA model proposed by Levin (2017), in which no FIFO is considered. We also

propose branch-and-bound algorithms to solve SO-DTA problems with the consideration of FIFO.

The SO-DTA models with destination-based decision variables have fewer decision variables

than those with OD-based decision variables and hence can be solved more efficiently. As with

UE-DTA problems, SO-DTA problems can be formulated as either link- or path-based models.

Although the outcomes of link-based DTA models are time-dependent link flows rather than route

flows, these models do consider route choice behavior (i.e., the models are developed based on the

assumption that travelers select their routes to minimize the total system travel cost). Path-based

models can obtain path-related information, such as path flows and the path set, to model traffic

at diverges and merges. Path-based models can, therefore, track spillback queues more easily when

a realistic traffic flow model is used. However, a significant disadvantage of path-based models is

that they require either a time-consuming path enumeration procedure or a path set generation

heuristic in the solution procedure. The link-based models proposed in this paper can avoid the

path enumeration or path set generation step in the solution procedure, but still model queue

spillback.

This study makes the following contributions.
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First, we introduce the LTM to formulate SO-DTA problems over a general network in terms of

cumulative flows for general network applications (with multiple origins and destinations). To the

best of our knowledge, our study is the first to do this using the concepts of the LTM and FIFO.

Unlike single-destination SO-DTA models, explicitly capturing FIFO in the resultant formulations

for general networks is not straightforward. Our results verify that our proposed LTM-based SO-

DTA models outperform CTM-based models in terms of computational efficiency, and maintain

the same level of accuracy in terms of guaranteeing the same total system travel time in general

networks.

Second, we develop a novel method to address the vehicle holding problem in SO-DTA problems

without FIFO constraints. This method requires only the introduction of an additional product of

a sufficiently small coefficient and the sum of cumulative link outflows into the objective function

of the link-based formulation. The proposed method is only required to solve one LP problem.

Compared with other methods (e.g., Lin and Wang 2004; Zhu and Ukkusuri 2013), the parameter

of the penalty term is easier to calibrate. We prove that the proposed model can obtain an NVH-SO

flow pattern when the coefficient of the penalty term is positive and sufficiently small.

Third, we propose a definition of the FIFO condition for multi-destination traffic networks, and

provide two nonconvex mixed-integer formulations for SO-DTA problems with FIFO constraints:

one with NVH consideration and the other without. Two methods are developed for the identifi-

cation of FIFO violations in any flow patterns.

Fourth, two branch-and-bound algorithms are developed to solve both SO-DTA problems with

FIFO constraints, which can achieve global optimal solutions. The proposed algorithms are based

on the properties of the proposed optimization problems. These algorithms only need to solve LP

or MILP sub-problems to evaluate the branches, generate new branches based on the two critical

link entry times obtained from the FIFO violation identification procedure, update both the lower

and upper bounds of the TSTT, and fathom the unnecessary branches.

The remainder of this paper is organized as follows. In the next section, three link-based SO-DTA
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problems without FIFO constraints are formulated as LP problems based on three different objec-

tives. The two link-based SO-DTA problems with FIFO constraints are formulated as nonconvex

optimization problems in Section 3. In Section 4, branch-and-bound algorithms are developed to

solve SO-DTA problems with FIFO constraints. Numerical examples are given in Section 5, and

conclusions are provided in Section 6.

2. SO-DTA problems without FIFO constraints

2.1. Notations

We consider a network G(N,A) with multiple origins and destinations, where N and A denote

the sets of nodes and links, respectively. A(i) is the set of links whose tail node is i, and B(i) is

the set of links whose head node is i. R and S denote the sets of origin and destination nodes,

respectively. The network has three types of links: source, destination, and general links. Each

source (destination) link connects to only one origin (destination) within the network, and each

source (destination) connects to only one origin (destination) link. Let AR and AS denote the sets

of source and destination links, respectively. Both source and destination links are dummy links.

All source and destination links have infinite inflow and storage capacities. Similar to the cell-

based SO-DTA problems (e.g., Ziliaskopoulos 2000; Ukkusuri and Waller 2008; Zhu and Ukkusuri

2013), we assume that the outflow capacity of each destination link is zero, and vehicles finally

arrive at destination links and remain there. We discretize the period T of interest into a finite set

of time intervals K = {k = 1,2, · · · ,K}. Let δ be the interval length such that δK = T . Without

loss of generality, we let δ =1. Let Φ be the set of index pairs {(a, k) : a∈A,k ∈K}. The following

notations are adopted throughout this paper.

Qa(k) link inflow capacity of link a during interval k

Ca(k) link outflow capacity of link a during interval k

Ds
a(k) cumulative demand between the entry of origin link a and destination s at the end of

interval k

Ua(k) cumulative number of vehicles that enter link a by the end of interval k
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U s
a(k) cumulative number of vehicles that enter link a to destination s by the end of interval k

Va(k) cumulative number of vehicles that leave link a by the end of interval k

V s
a (k) cumulative number of vehicles that leave link a to destination s by the end of interval k

U the vector of cumulative inflows U= [U s
a(k), a∈A,s ∈ S,k ∈K]

V the vector of cumulative outflows V= [V s
a (k), a∈A,s ∈ S,k ∈K]

x the vector of a flow pattern x= [U,V]

In this study, cumulative flows are defined at integer time instants. Cumulative flows at non-

integer time instants are also required to formulate the FIFO constraints, as link entry links are

used to define FIFO and can be non-integer time instants. Therefore, following Yperman (2007)

and Long et al. (2011), a linear interpolation procedure is applied to express the cumulative flows

at non-integer time instants in terms of the cumulative flows at integer time instants. For example,

the cumulative flows of link a at time instant k+µ can be formulated as follows:

{
U s

a(k+µ) = (1−µ)U s
a(k)+µU s

a(k+1),
V s
a (k+µ) = (1−µ)V s

a (k)+µV s
a (k+1).

(1)

Using the linear interpolation procedure (1), cumulative flows at non-integer time instants can

be expressed as the cumulative flows at integer time instants. To simplify the proposed model

formulations, the cumulative flows at non-integer time instants are used to describe the FIFO

constraints.

2.2. An overview of the link transmission model

The LTM uses a triangular fundamental diagram (Yperman 2007) and is defined by three param-

eters: a fixed free-flow speed (v), a maximum flow or capacity (qmax), and a jam density (ρjam).

Both the critical density ρcrit and the backward shock-wave speed w can be derived by the three

parameters, that is, ρcrit = qmax/v and w= qmaxv/(qmax−ρjamv). The LTM uses Newell’s simplified

method to determine sending and receiving flows, given as follows (Yperman 2007):

Sa(k) =min{Ua(k− τ a)−Va(k− 1),Ca(k)} and (2)
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Ra(k) =min{Va(k− ιa)+Laρjam−Ua(k− 1),Qa(k)}, (3)

where La is the length of link a, and τ̄a and ῑa are the free-flow travel time of vehicles on link

a and the travel time required by the backward shock-wave from the exit to the entry of link a,

respectively.

For each link, its inflow and outflow during interval k should be restricted by its sending and

receiving flows, respectively, during this interval. Hence, we have

Ua(k)−Ua(k− 1)≤Ra(k) and Va(k)−Va(k− 1)≤ Sa(k),∀a∈A,k ∈K. (4)

Substituting Eqs. (2) and (3) into the system of inequality (4), we obtain the following system

of linear LTM-based flow constraints:




Va(k)≤Ua(k− τa), ∀a∈A,k ∈K,
Va(k)−Va(k− 1)≤Ca(k), ∀a∈A,k ∈K,
Ua(k)≤ Va(k− ιa)+Laρjam, ∀a∈A,k ∈K,
Ua(k)−Ua(k− 1)≤Qa(k), ∀a∈A, , k ∈K.

(5)

Based on the definition of cumulative flows, we have

Ua(k) =
∑

s∈S

U s
a(k) and Va(k) =

∑

s∈S

V s
a (k). (6)

Substituting Eq. (6) into the system of inequality (5), we have





∑
s∈S

V s
a (k)≤

∑
s∈S

U s
a(k− τa), ∀a∈A,k ∈K,

∑
s∈S

[V s
a (k)−V s

a (k− 1)]≤Ca(k), ∀a∈A,k ∈K,
∑
s∈S

U s
a(k)≤

∑
s∈S

V s
a (k− ιa)+Laρjam, ∀a∈A,k ∈K,

∑
s∈S

[U s
a(k)−U s

a(k− 1)]≤Qa(k), ∀a∈A,k ∈K.

(7)

Any cumulative outflow disaggregated by destination should also be constrained by the boundary

condition at the upstream end of the link. Hence, we have

V s
a (k)≤U s

a(k− τa), ∀a∈A,s ∈ S,k ∈K. (8)

Note that the third inequality of (7) implies that U s
a(k)≤ V s

a (k− ιa)+Laρjam is satisfied for all

a∈A, s∈ S, and k ∈K due to the non-decreasing property of cumulative flows and condition (8).

This statement can be proved by contradiction. The proof is straightforward and hence is omitted.
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Traffic flows in the LTM should also satisfy the FIFO, flow conservation, and definitional con-

straints. In this section, we do not consider the FIFO constraints, but they are formulated in the

next section. The flow conservation constraints require that the flow that enters any node (except

the destination node), together with the demand generated at that node, must exit from that node.

In our study, we assume that source links are dummy links, and all source links have infinite

inflow and storage capacities. Hence, the entrance of a source link will never become congested and

can always accommodate the demand. Therefore, the cumulative inflows of source links equal the

cumulative demands. Equivalently, we have

U s
a(k) =Ds

a(k), ∀a∈AR, s ∈ S,k ∈K. (9)

Unlike the CTM that accounts for only simple merge and diverge intersections, we use a general

node model to describe traffic transmission from link to link. General nodes do not generate traffic

demand, so we have the following flow conservation constraints:

∑

a∈B(i)

V s
a (k) =

∑

b∈A(i)

U s
b (k), ∀i∈N\{R,S}, s ∈ S,k ∈K. (10)

Definitional constraints are used to describe the initial conditions and nonnegative and non-

decreasing properties of cumulative flows. In our model, we use the following constraints:

U s
a(k)−U s

a(k− 1)≥ 0, ∀a∈A,s ∈ S,k ∈K, (11)

V s
a (k)−V s

a (k− 1)≥ 0, ∀a∈A,s ∈ S,k ∈K, and (12)

U s
a(0) = V s

a (0) = 0, ∀a∈A,s ∈ S. (13)

Constraints (11) and (12) imply that the cumulative flows are nonnegative, and constraint (13)

implies that the cumulative flows initially equal zero.

Definition 1 (Basic feasible flow set): Constraints (7)-(13) form a basic feasible flow set for the

LTM-based SO-DTA problem. The set is formulated as follows:

Ω= {x|Subject to constraints (7)− (13)}. (14)
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In addition to the basic constraints (7)-(13), NVH constraints should be developed to address the

vehicle holding problem in SO-DTA problems. In Appendix EC.1, we provide a definition of vehicle

holding and NVH flow patterns, and equivalently formulate the NVH conditions as mixed-integer

constraints (Pavlis and Recker 2009).

2.3. The SO-DTA models without FIFO constraints

2.3.1. LP formulation for the relaxed SO-DTA problem

Following Ziliaskopoulos (2000), the objective of the LTM-based SO-DTA problem with multiple

destinations is to minimize the TSTT in the network, which equals the number of vehicles on

all links during the modeling horizon. Therefore, we can formulate the relaxed SO-DTA (R-SO-

DTA) problem, which considers neither FIFO constraints nor NVH constraints, as the following

LP problem:

min
x∈Ω

η=
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (15)

Lemma 1. LP problem (15) can be equivalently formulated as the following LP problem:

max
x∈Ω

̟=
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k). (16)

The proof is given in Appendix EC.2.1.

2.3.2. LP formulation for the NVH-SO-DTA problem

Lin and Wang (2004) addressed the vehicle holding problem by adding a penalty term in the

objective function of the LP formulation of Ziliaskopoulos (2000). However, they did not prove that

such a term always removed vehicle holding flows, nor did they provide details about setting the

coefficient associated with this term. Similar to the method proposed by Lin and Wang (2004), Zhu

and Ukkusuri (2013) introduced a penalty term, the sum of weighted cell flows, to the objective

function of the LP formulation of Ziliaskopoulos (2000), but they did not provide details about

setting the weight associated with the penalty term for cyclic networks. In this study, we propose

the following LP problem to address the vehicle holding problem:



Long and Szeto: Link-based System Optimum Dynamic Traffic Assignment Problems in General Networks
Article submitted to Operations Research; manuscript no. OPRE-2015-11-655.R3 13

Proposition 1: For a given κ> 0, let x∗ be an optimal solution to the following LP problem:

max
x∈Ω

˜̟ =
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)+κ

∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k). (17)

If x∗ is an optimal solution to LP problem (15), then x∗ is also an NVH system optimal (NVH-SO)

flow pattern, and all optimal solutions to the following LP problem are also NVH-SO flow patterns:

max
x∈Ω

˜̟ =
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)+ κ̃

∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k), (18)

where 0< κ̃< κ.

The proof is given in Appendix EC.2.2. The results presented in Proposition 1 indicate that we

can select a sufficiently small positive parameter κ and solve only one LP problem to obtain an

NVH-SO flow pattern.

Maximizing the sum of cumulative link outflows can encourage the development of cyclic flows

in cyclic networks, and hence an optimal solution to LP problem (17) may contain many cyclic

flows for cyclic networks, as shown later in our numerical example. We develop the LP problem

in Appendix EC.3 to eliminate unnecessary cyclic flows in cyclic networks and to obtain system

optimal flows with minimum total system travel distance (MTSTD).

3. SO-DTA problems with FIFO constraints

3.1. Existing FIFO conditions and FIFO flow patterns

Kinematic wave models, including the LTM, are known to not satisfy strong FIFO (Lo and Szeto

2002; Szeto and Lo 2006). Hence, we only focus on weak FIFO. In the literature, weak link FIFO

is defined based on link travel times as follows (Carey 2004):

Definition 2 (Existing weak link FIFO condition): Traffic flow on link a satisfies the FIFO con-

dition if and only if

ℓ′ > ℓ′′⇒ ℓ′ + τa(ℓ
′)≥ ℓ′′ + τa(ℓ

′′),∀ℓ′ ∈ [0, T ], ℓ′′ ∈ [0, T ], (19)

where τa(ℓ
′) (τa(ℓ

′′)) is the travel time of the vehicles entering link a at time instant ℓ′ (ℓ′′).
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Using the link travel times of vehicles that travel to each destination, we can obviously reformulate

the weak link FIFO condition and define a FIFO flow pattern as follows:

Definition 3 (Reformulated weak link FIFO condition): Traffic flow on link a satisfies the FIFO

condition if and only if

ℓ′ > ℓ′′⇒ ℓ′ + τ s1
a (ℓ′)≥ ℓ′′ + τ s2

a (ℓ′′),∀s1 ∈ S, s2 ∈ S, ℓ
′ ∈ [0, T ], ℓ′′ ∈ [0, T ], (20)

where τ s1
a (ℓ′) (τ s2

a (ℓ′′)) is the travel time of the vehicles entering link a to destination s1 (s2) at

time instant ℓ′ (ℓ′′).

Our proposed weak link FIFO condition is defined based on cumulative link inflows and outflows.

These can be related by link travel times as follows (Long et al. 2011; Carey et al. 2014):

Ua(ℓ) = Va(ℓ+ τa(ℓ)),∀a∈A,ℓ∈ [0, T ]. (21)

τa(ℓ) is unique when the cumulative link outflows strictly increase. However, if this is not the case,

τa(ℓ) may not be unique, and multiple values satisfying Eq. (21) may exist. For any given time

instant, if the cumulative outflows of a link that belongs to a destination do not strictly increase at

this time instant, the corresponding outflows should be zero and the traffic flows to that destination

at this time instant satisfy weak FIFO by nature. Therefore, we can ignore the situation in which

the cumulative link outflows do not strictly increase when the weak FIFO requirement is considered

in the SO-DTA problems.

Similar to the relationship (21), the cumulative link inflows and outflows disaggregated by des-

tinations can also be related by the link travel times of vehicles that travel to each destination as

follows:

U s
a(ℓ) = V s

a (ℓ+ τ s
a(ℓ)),∀a∈A,ℓ∈ [0, T ], s ∈ S. (22)

Definition 4 (FIFO flow pattern): A flow pattern x ∈ Ω is a FIFO flow pattern if a vector of

link travel times τ = [τ s
a(ℓ)] exists such that condition (22) is satisfied, and τ satisfies link FIFO

condition (20) for all a∈A.
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3.2. Identifying FIFO violations

The following two propositions can be used to identify FIFO violations; each allows us to develop

a method of FIFO violation identification.

Proposition 2: For a given flow pattern x ∈ Ω and an index pair (a, k) ∈ Φ, if at least one

destination s exists such that U s
a(ℓ

∗
a,k)<V s

a (k), where ℓ
∗
a,k is a critical time instant (i.e., the earliest

entry time of vehicles that leave link a at the end of interval k, which may not be an integer) and

ℓ∗a,k =arg max
ℓ̃≤k−τa

{U s
a (ℓ̃)≤ V s

a (k), ∀s∈ S}, (23)

then x involves FIFO violations.

The proof is given in Appendix EC.2.3.

Proposition 3: For a given flow pattern x ∈ Ω and an index pair (a, k) ∈ Φ , if at least one

destination s exists such that U s
a(ℓ

∗

a,k)>V s
a (k), where ℓ

∗

a,k is a critical time instant (i.e., the latest

entry time of vehicles that leave link a at the end of interval k, which may not be an integer) and

ℓ
∗

a,k = argmin
ℓ̃≥0
{U s

a(ℓ̃)≥ V s
a (k), ∀s∈ S}, (24)

then x involves FIFO violations.

The proof is similar to that of Proposition 2 and is thus omitted here. An example presented in

Appendix EC.4 is developed to illustrate FIFO violations, and the procedure given in Appendix

EC.5.1 is developed to identify these violations.

3.3. The proposed FIFO condition and an alternative FIFO flow pattern

Definition 5 (Link entry time): psa(k) is defined as the time instant at which vehicles enter link a

going to destination s and leave the link at the end of interval k.

According to Definition 5, we have k = psa(k)+ τ s
a(p

s
a(k)), and can equivalently reformulate Eq.

(22) as follows:

U s
a(p

s
a(k)) = V s

a (k),∀a∈A,k ∈K,s∈ S. (25)
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When the cumulative link inflow curve is not strictly increasing, psa(k) may not be unique and

can be multiple values. If multiple entry times for a given index pair (a, s, k) exist, then we

have U s
a(p

′s
a(k)) = V s

a (k) =U s
a(p

′′s
a(k)), where p

′s
a(k) and p′′sa(k) are, respectively, the minimum and

maximum values of the entry times. The monotone increasing property of cumulative flows implies

that the inflow of link a to destination s during period (p′sa(k), p
′′s
a(k)) is zero. The traffic flows

entering link a to destination s during period (p′sa(k), p
′′s
a(k)) thus satisfy weak FIFO by nature,

and the vehicles that enter the link at time instants p′sa(k) and p′′sa(k) leave the link at the same

time. Otherwise, the link entry time is unique.

Proposition 4: For any given x ∈Ω, if x is a FIFO flow pattern, then there must exist a vector

of entry times p= [pa(k)] such that

V s
a (k) =U s

a(pa(k)),∀a∈A,k ∈K,s∈ S. (26)

Proposition 2 can be used to prove this proposition, and the detailed proof is presented in

Appendix EC.2.4. It can also be proved by using Proposition 3, which is omitted here.

According to Proposition 4, a FIFO flow pattern can also be defined as follows:

Definition 6 (Alternative FIFO flow pattern): A flow pattern x ∈Ω is a FIFO flow pattern if a

vector of entry times p= [pa(k)] exists such that condition (26) is satisfied.

Before solving SO-DTA problems with FIFO constraints, we do not know the exact value of the

entry time pa(k) in condition (26). Hence, we cannot directly use the linear interpolation procedure

(Eq. (1)) to reformulate condition (26), but instead use a linear combination of cumulative flows

at the end of two adjacent time intervals. Therefore, according to Definition 6, condition (26) can

be reformulated as follows:

V s
a (k) =

∑

l≤k−τa

λa,k,lU
s
a(l),∀a∈A,k ∈K,s∈ S, (27)

where λa,k,l is the linear combination/interpolation coefficient and satisfies

∑

l≤k−τa

λa,k,l = 1, ∀a∈A,k ∈K, (28a)
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λa,k,lλa,k,l′ =0, ∀a∈A,k ∈K, l≤ k− τa, l
′ ≤ l− 2,and (28b)

λa,k,l ≥ 0, ∀a∈A,k ∈K, l≤ k− τa, (28c)

where (28a) is a definitional constraint that requires the sum of linear combination coefficients

equal to one, (28b) ensures that at most two adjacent intervals are required to represent the linear

combination due to linear interpolation, and (28c) ensures that the linear combination coefficients

are nonnegative. We note that FIFO constraints (27) and (28) are developed for general links, and

hence FIFO also holds for diverging and merging links if FIFO constraints are satisfied.

Proposition 5: If a vector λ = [λa,k,l] exists such that a feasible flow pattern x ∈ Ω satisfies

constraints (27) and (28), then the vector p = [pa(k)] = [
∑

l≤k−τa
lλa,k,l] satisfies FIFO condition

(26) and x is a FIFO flow pattern.

The proof is given in Appendix EC.2.5.

3.4. The FIFO-SO-DTA model

Integrating FIFO constraints (27) and (28) into LP problem (15), we can obtain the following

FIFO-SO-DTA model:

min
x∈Ω,λ

η=
∑

a∈A\As

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (29)

Subject to constraints (27) and (28),

where the vector λ= [λa,k,l].

In the preceding optimization problem, constraints (27) and (28b) contain bilinear terms, and

the set of feasible solutions of this problem is nonconvex. The number of elements in the vector λ=

[λa,k,l] is |A\As||K|
2 and can be large even when the number of time intervals |K| is not very large,

as the number depends on |K|2. Directly solving the FIFO-SO-DTA model with traditional solution

methods for nonconvex mathematical programming problems is therefore extremely challenging.
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Based on the following theorem, we develop a branch-and-bound algorithm to solve the FIFO-SO-

DTA model.

Theorem 1: Let [x∗, λ∗] be an optimal solution to FIFO-SO-DTA problem (29), and p∗ = [p∗a(k)] =

[
∑

l≤k−τa
lλ∗

a,k,l]. Then, x
∗ is also an optimal solution to the following LP:

min
x∈Ω

η=
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (30a)

Subject to V s
a (k) =U s

a(p
∗
a(k)),∀a∈A,k ∈K,s∈ S. (30b)

The proof is given in Appendix EC.2.6.

Remark 1: Using the linear interpolation in Eq. (1), constraint (30b) immediately becomes a

linear constraint in terms of x. p∗a(k) may not be an integer. Let ℓ∗ = [p∗a(k)] and λ∗ = p∗a(k)− ℓ∗.

If p∗a(k) is not an integer, according to Eq. (1), constraint (30b) can be equivalently formulated

as V s
a (k) =U s

a(p
∗
a(k)) =U s

a(ℓ
∗ + λ∗) = (1−λ∗)U s

a(ℓ
∗)+ λ∗U s

a(ℓ
∗ +1). Otherwise, p∗a(k) is an integer

and λ∗ =0, and then we have V s
a (k) =U s

a(ℓ
∗). Again, constraint (30b) is also linear.

3.5. The NVH-FIFO-SO-DTA model

Integrating NVH constraint (EC.3) and FIFO constraints (27) and (28) into LP problem (15), we

can obtain the following NVH-FIFO-SO-DTA model:

min
x∈Ω,λ,θ

η=
∑

a∈A\As

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (31)

Subject to constraints (27)-(28) and constraint (EC.3) for all a∈A,k ∈K,

where the vector θ= [θia(k)] and θia(k) is used to define NVH condition (EC.3).

Theorem 2: Let [x∗, λ∗, θ∗] be an optimal solution to NVH-FIFO-SO-DTA problem (31), and

p∗ = [p∗a(k)] = [
∑

l≤k−τa
lλ∗

a,k,l]. Then, [x
∗, θ∗] is also an optimal solution to the following mixed-

integer linear programming (MILP) problem:

min
x∈Ω,θ

η =
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
.
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Subject to V s
a (k) =U s

a(p
∗
a(k)),∀a∈A,k ∈K,s ∈ S and

constraint (EC.3) for all a∈A,k ∈K.

The proof is similar to that of Theorem 1 and is omitted here.

Proposition 6: Let η∗
1 , η

∗
2 , η

∗
3 , and η∗

4 be the optimal TSTT of the R-SO-, the NVH-SO-, the

FIFO-SO-, and the NVH-FIFO-SO-DTA problems, respectively. Then, η∗
1 = η∗

2 ≤ η∗
3 ≤ η∗

4 .

The proof is given in Appendix EC.2.7.

4. Branch-and-bound algorithms for SO-DTA models with FIFO constraints

4.1. Basic concept of branch-and-bound algorithms

Based on Theorem 1, an optimal solution to the FIFO-SO-DTA problem can be obtained by solving

the R-SO-DTA problem with an additional linear constraint (30b). However, the vector of entry

times p∗ in Eq. (30b) is unknown beforehand, and hence the challenge is to develop methods to

determine the active constraints to be incorporated into the R-SO-DTA problem, thus ensuring

that the resultant solution satisfies FIFO. Our method is to develop a branch-and-bound algorithm

to search for proper ranges of entry times, using the set of pairs of link and interval indices of

the flow vector with FIFO violations identified by the conditions stated in Propositions 2 and 3.

For each branch in the algorithm, we need only solve one LP sub-problem to evaluate the branch,

generate new branches based on the two critical entry times obtained from the FIFO violation

identification procedure, update both the lower and upper bounds of the TSTT, and fathom the

unnecessary branches.

Compared with the FIFO-SO-DTA problem, the NVH-FIFO-SO-DTA problem contains extra

constraints, that is, NVH constraints. Based on Theorem 2, only the active NVH constraints

are required to solve the NVH-FIFO-SO-DTA problem. Using vehicle holding condition (44), a

procedure in which a series of MILP sub-problems is solved is developed to retrieve the active NVH

constraints. The proposed branch-and-bound algorithm for the FIFO-SO-DTA problem can then

be directly extended to solve the NVH-FIFO-SO-DTA problem. For each branch in the branch-

and-bound algorithm for the FIFO-SO-DTA problem, only one LP sub-problem is solved to obtain
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a solution. However, a series of MILP sub-problems are solved in each branch in the algorithm for

the NVH-FIFO-SO-DTA problem.

4.2. A branch-and-bound algorithm for FIFO-SO-DTA problems

Definition 7 (Branch node). Each node of the branch-and-bound tree is denoted by n(a, k, ℓ, ℓ),

where a and k are the link and time interval concerned, respectively; and ℓ and ℓ are the lower

and upper bounds of the entry time of link a corresponding to outflow interval k, respectively.

The branch node n(a, k, ℓ, ℓ) considers the following linear constraints on cumulative inflows and

outflows:

U s
a(ℓ)≤ V s

a (k)≤U s
a(ℓ), ∀s∈ S. (32)

The cumulative flows are monotonically non-decreasing andV s
a (k) =U s

a(pa(k)) for all s ∈ S if FIFO

is satisfied, so constraint (32) can restrict that pa(k) falls into the range [ℓ, ℓ].

4.2.1. Bounding scheme

In the proposed algorithm, the input sequence is used to add constraints to LP problem (15).

Let UT be the set of unfathomed nodes in the search tree. For a given search tree node α ∈ UT ,

the additional constraints on cumulative flows to the R-SO-DTA problem can be obtained from

the set of nodes that belong to the input sequence of search tree node α, denoted as ISα. The set

of the additional constraints with respect to search tree node α can be represented by

Ωα = {x|U s
aβ
(ℓβ)≤ V s

aβ
(kβ)≤U s

aβ
(ℓβ),∀s∈ S,β ∈ ISα},

where ℓβ and ℓβ are the lower and upper bounds of the entry time for search tree node β, respec-

tively. αβ and kβ are the link and interval indexes for search tree node β, respectively. Adding the

additional constraints for search tree node α into LP problem (15), we have the following:

ηα = min
x∈Ω∩Ωα

η=
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
, (33)

where ηα is the optimal TSTT for search tree node α.



Long and Szeto: Link-based System Optimum Dynamic Traffic Assignment Problems in General Networks
Article submitted to Operations Research; manuscript no. OPRE-2015-11-655.R3 21

Proposition 7: If an optimal solution to LP problem (33), x∗, is a FIFO flow pattern, then the

corresponding vector of entry times p∗ = [p∗a(k)] satisfies the following condition:

ℓβ ≤ p∗aβ (kβ)≤ ℓβ,∀β ∈ ISα. (34)

The proof is given in Appendix EC.2.8.

Proposition 7 confirms that for branch node n(a, k, ℓ, ℓ), constraint (32) can restrict that the

entry time pa(k) falls into the range [ℓ, ℓ]. By solving LP problem (33), the lower bound of search

tree node α can be updated by LBα = ηα.

The upper and lower bounds of the TSTT for the FIFO-SO-DTA problem can be derived from

the node in the tree with the current best solution (the corresponding solution gives a FIFO flow

pattern but may not give the smallest TSTT) and the unbranched search tree nodes, respectively:

UB = min
α∈DT

{LBα} and (35)

LB = min
α∈UT

{LBα}, (36)

where DT is the set of nodes in the search tree with solutions that give FIFO flow patterns.

4.2.2. Branching strategy and scheme

In each iteration of the algorithm, a branching scheme is implemented for a selected search tree

node α to generate new branches. Based on Propositions 2 and 3, we can determine the set of index

pairs Φ̃α with FIFO violations. For all (a, k) ∈ Φ̃α, the corresponding critical entry times ℓ∗a,k and

ℓ
∗

a,k can be used to divide the feasible region of the FIFO-SO-DTA problem into three subregions

by the following additional linear constraints:

U s
a(ℓ

∗
a,k)≤ V s

a (k)≤U s
a(ℓ

∗

a,k), ∀s∈ S, (37)

V s
a (k)≤U s

a(ℓ
∗
a,k), ∀s∈ S,and (38)

V s
a (k)≥U s

a(ℓ
∗

a,k), ∀s∈ S. (39)
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Proposition 8: An optimal solution to LP problem (33), x∗, is also optimal to the following LP:

min
x∈Ω∩Ωα

η=
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (40)

Subject to U s
a(ℓ

∗
a,k)≤ V s

a (k)≤U s
a(ℓ

∗

a,k), ∀(a, k)∈ Φ̃⊆ Φ̃(x∗), s∈ S. (41)

The proof is given in Appendix EC.2.9.

According to Proposition 8, integrating constraint (37) into LP problem (33) forms a new LP

problem (40)-(41), which has the same optimal objective value as the previous LP problem (33),

and therefore the solution of the resultant LP problem (40)-(41) is not necessary (because it

has been solved before). This implies that adding constraint (37) to LP problem (33) does not

change the optimal solution(s) of the problem (33), and hence constraint (37) is a non-active FIFO

constraint in general. Based on the definition of Φ̃α and Propositions 2 and 3, for a given index

pair (a, k) ∈ Φ̃α, FIFO violations occur on link a during interval k, and we have U s
a(ℓ

∗
a,k)< V s

a (k)

or U s
a(ℓ

∗

a,k)> V s
a (k) for some s ∈ S. This implies that x∗ does not satisfy either constraint (38) or

(39). Therefore, adding either constraint (38) or (39) to LP problem (33) forms a new LP problem

that must not have the same optimal solution as the initial LP problem (33), and hence they must

be active FIFO constraints.

Constraints (38) and (39) are active FIFO constraints, so the solutions to the search nodes with

either one of these constraints are more likely to be FIFO flow patterns. To quickly determine a

feasible FIFO flow pattern, which gives an upper bound of the FIFO-SO-DTA problem, the search

nodes corresponding to constraints (38) and (39) should be preferentially selected to branch. In the

proposed scheme, we assign a large value of the priority parameter p to the branches associated

with constraint (37) and a small value of the priority parameter p to the branches associated with

constraints (38) and (39).

In the branch-and-bound algorithm, the unbranched search tree node with the minimum sum of

the lower bound and the cumulative priority score is preferentially chosen as a branch node. The

index of the branch node can be obtained from

α= arg min
β∈UT

{LBβ +Pβ}, (42)
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where Pα =
∑

β∈ISα
pβ and pβ is the priority parameter for search tree node β. If two or more

search tree nodes have the same minimum sum, any one of them can be chosen as a branch node.

In this study, we randomly select one of them.

The procedure presented in Appendix EC.5.2 is developed to branch a selected search tree node.

4.2.3. Fathoming scheme

In the proposed branch-and-bound method, a search tree node will be fathomed if its TSTT is

not less than the current upper bound of the TSTT. The procedure presented in Appendix EC.5.3

is developed to fathom search tree nodes.

4.2.4. The overall branch-and-bound method

The above branching and bounding strategies are incorporated into the proposed branch-and-

bound algorithm for the FIFO-SO-DTA problem, which is presented in Algorithm 1.

Algorithm 1 (The overall branch-and-bound algorithm for solving the FIFO-SO-DTA problem)

Initialize UB← +∞, LB← 0, and DT = ∅, generate an initial search tree node α0, set ISα0
← ∅ and

UT ←{α0}, and select the precision parameter value ε > 0.

while UB−LB > ε do

Choose branch node α by Eq. (42);

Solve LP problem (33) and obtain an optimal solution x∗ and the optimal TSTT η∗;

Set LBα← η∗, xα← x∗;

FIFO BRANCHING(α,xα);// Implement Procedure EC.2

LB← min
α′∈UT

{LBα′};// Update the lower bound

UB← min
α′∈DT

{LBα′};// Update the upper bound

FATHOMING ().// Implement Procedure EC.3

end while

Set α=arg min
α′∈DT

{LBα′}, and output an optimal solution xα.

4.3. A branch-and-bound algorithm for the NVH-FIFO-SO DTA problem

By adding the additional FIFO constraints and the active NVH constraints of search tree node

α to LP problem (15), we have the following MILP:

min
x∈Ω

⋂
Ωα,θ

η =
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
. (43)
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Subject to constraint (EC.3) for all (a, k)∈Φα,

where Φα is the set of pairs of link and time interval indices associated with NVH conditions for

search tree node α and Φα ∈Φ.

If the optimal solution to MILP problem (43) is not an NVH flow pattern, procedure EC.4,

presented in Appendix EC.5.4, is developed to retrieve the active NVH constraints for search tree

node α. Many integer decision variables are present in NVH constraints (EC.3), so if all index pairs

(a, k)∈ (A\AS)×K are considered, MILP sub-problem (43) cannot be solved efficiently. Procedure

EC.4 obtains an NVH flow pattern by solving a series of small MILP sub-problems.

The proposed branch-and-bound algorithm for the NVH-FIFO-SO DTA problem is presented in

Algorithm 2.

Algorithm 2 (The overall branch-and-bound algorithm for solving the NVH-FIFO-SO-DTA prob-

lem)

Initialize UB←+∞ and DT =∅, generate an initial search tree node α0, set ISα0
←∅ and UT ←{α0},

and select the precision parameter value ε > 0.

while UB−LB > ε do

Choose branch node α by Eq. (42);

NVH INDEXSET GENERATION(α);// Implement Procedure EC.4

FIFO BRANCHING(α,xα);// Implement Procedure EC.2

LB← min
α′∈UT

{LBα′};// Update the lower bound

UB← min
α′∈DT

{LBα′};// Update the upper bound

FATHOMING().// Implement Procedure EC.3

end while

Set α=arg min
α′∈DT

{LBα′}, and output an optimal solution xα.

Remark 2: The overall branch-and-bound algorithm for solving the NVH-FIFO-SO-DTA problem

is extended from that used to solve the FIFO-SO-DTA problem. The main difference is that

Algorithm 2 additionally implements Procedure EC.4 before implementing Procedure EC.2, which

ensures that the solution xα is an NVH flow pattern.

5. Numerical examples

This section presents four numerical experiments to illustrate the properties of the proposed SO-

DTA models and the performance of the solution algorithms. All of the experiments were run on a
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computer with an Intel Core 2 Quad Q9550 2.83-GHz CPU with 3.5 GB RAM. All of the LP and

MILP problems were solved by the commercial software IBM ILOG CPLEX (version 12.5).

Example 1. Comparing the optimal solutions of models with and without NVH consideration.

In this example, we use the modified network (see Figure EC.2) from Ziliaskopoulos (2000)

to illustrate the optimal solutions of the proposed models with and without NVH consideration.

The network contains nine nodes, eleven links, and one OD pair. The detailed scenario setting is

presented in Appendix EC.6.1. Note that the original network of Ziliaskopoulos (2000) does not

contain Link 11 and is acyclic. The modified network contains a cycle by adding Link 11. The

parameters for LP problems in Section 2 and Appendix EC.7 are κ= κ1 = 0.0001 and κ2 = 0.01.

Unless stated otherwise, the interval is used as the unit for the TSTT throughout the paper.

Table 1 shows the link occupancies corresponding to the optimal solutions to the R-SO-, NVH-

SO-, and MTSTD-NVH-SO-DTA problems. The TSTTs of the three problems are identical and

equal 215 intervals, which is the same as that in Ziliaskopoulos (2000). The results presented in

Table 2 show that holding flows exist on Link 1 during intervals 2, 3, and 5 for the R-SO flow

pattern, where yab(k) is the number of vehicles that travel from link a to link b during interval k,

and yab(k) is the maximum number of vehicles that can travel from link a to link b during interval

k. For example, eight vehicles are on Link 1 at the beginning of interval 2, and the maximum

number of vehicles that can travel into Link 2 during interval 2 is eight (see Table 2). However, only

six vehicles travel into Link 2 during this interval, and two vehicles are held on Link 1. A similar

phenomenon can be observed on Link 1 during intervals 3 and 5. In contrast to the R-SO flow

pattern, we cannot see a vehicle holding phenomenon in both the NVH-SO and MTSTD-NVH-SO

flow patterns. This is consistent with the results presented in Proposition 1. The TSTTs under

different values of κ are shown in Figure 1. We find that the TSTTs are 215 intervals when κ≤ 0.18,

which is also consistent with Proposition 1.

Table 1 also shows that the link occupancies of Link 11 at the beginning of intervals 5 and 6

are positive for the NVH-SO flow pattern. However, flows are not present on Link 11 at all times

in the MTSTD-NVH-SO flow pattern because the NVH-SO-DTA model encourages cyclic traffic
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flows, and the MTSTD-NVH-SO model eliminates unnecessary cyclic flows in cyclic networks. In

Appendix EC.7, an example is developed to demonstrate that cyclic flows may not be completely

eliminated in optimal solutions to NVH-SO-DTA and MTSTD-NVH-SO-DTA problems.
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Figure 1 The TSTTs under different values of κ for Example 1.

Table 1. The optimal link occupancies for the three models in Example 1 (η = 215): the MTSTD-

NVH-SO results are shown in normal face, the R-SO results are shown in italics, and the NVH-SO

results are underlined.

Time Link
Interval 1 2 3 4 5 6 7 8 9 10 11

1 8 8 8 0 0 0 0 0 0 0 0 0 0
2 1618 16 8 6 8 0 0 0 0 0 0 0 0 0
3 1222 12 12 4 12 2 0 2 0 6 6 6 0 0 0 0 0 0
4 410 4 1012 10 8 0 6 0 4 4 4 0 0 2 6 6 6 0 0 0 0
5 0 6 0 6 4 4 10 6 4 0 6 6 6 0 0 6 4 4 4 6 6 6 0 0 0 0 2

6 0 2 6 0 7 3 3 3 3 3 4 1 3 0 3 1 6 6 6 4 4 4 6 6 6 0 0 0 6

7 0 0 6 6 6 3 3 3 0 0 4 4 4 6 6 6 7 7 7 6 6 6 0
8 0 0 0 6 6 6 0 0 0 4 4 4 9 9 9 1313 13 0
9 0 0 0 0 0 0 0 0 1010 10 2222 22 0
10 0 0 0 0 0 0 0 0 0 3232 32 0

Example 2. Comparing the optimal solutions of models with and without FIFO or NVH consid-

eration.
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In this example, an X-shaped network (see Figure EC.3) is used to illustrate the proposed

branch-and-bound algorithm for the FIFO-SO-DTA problem and to compare different optimal

solutions. The X-shaped network has six nodes, five links, two origins, two destinations, and two

OD pairs. The detailed scenario setting is presented in Appendix EC.6.2. The parameter values for

LP problems in this example (i.e., κ, κ1, and κ2) are the same as those in Example 1. The values

of the priority parameters are p=0.01 and p= 100.

Table 2. The optimal flows of Links 1 and 2 of the R-SO-DTA model in Example 1.

Time interval U1(k) V1(k) y12(k) y12(k) U2(k) V2(k)

0 0 0 0 0 0 0

1 8 0 0 0 0 0

2 24 6 6 8 6 0

3 32 10 4 12 10 6

4 32 22 12 12 22 10

5 32 26 4 8 26 22

6 32 32 6 6 32 26

7 32 32 0 0 32 32

The steps of the proposed branch-and-bound algorithm are illustrated in Appendix EC.8. The

results of the optimal cumulative transfer flows for the R-SO-, NVH-SO-, FIFO-SO-, and NVH-

FIFO-SO-DTA problems are shown in Table 3, where (a, b) indicates the flow from link a to link

b. We can observe from the table that the optimal TSTTs for the first two problems are both

270 intervals. However, the optimal TSTTs increase to 290 and 322.5 intervals for the last two

problems, respectively. This result is consistent with Proposition 6. When we introduce the penalty

term into the FIFO-SO-DTA model, we obtain a FIFO-SO flow pattern if the coefficient approaches

zero. To achieve minimum TSTT, the NVH property cannot be ensured. Therefore, the penalty

approach cannot be applied for the NVH-FIFO formulation. Tables 3 and 4 also show that vehicle

holding phenomena exist in the R-SO and FIFO-SO solutions. For example, in the R-SO solution,

20 vehicles are on Link 1 at the beginning of interval 3, and the maximum number of vehicles that

can travel into Link 2 during interval 3 is 20 (see Table 4). However, only 15 vehicles travel into
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Link 2 during this interval, and 5 are held on Link 1. In this example, if NVH constraints are not

considered, the FIFO-SO flow pattern is an SO flow pattern and the NVH-FIFO-SO flow pattern

is a UE flow pattern. Tables 3 and 4 show that the SO flow pattern holds some vehicles on Link 1

during interval 3 to reduce the overall travel time.

Table 3. The optimal cumulative transfer flows for various SO-DTA problems in the X-shaped

network.

Time R-SO(η=270) NVH-SO(η=270) FIFO-SO(η=290) NVH-FIFO-SO(η=322.5)
Interval (1,3)(3,4)(2,3)(3,5) (1,3)(3,4)(2,3)(3,5) (1,3)(3,4)(2,3)(3,5) (1,3) (3,4) (2,3) (3,5)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 20 0 0 0 20 0 0 0 20 0 0 0 20 0 0 0
3 35 0 0 0 40 0 0 0 25 0 0 0 40 0 0 0
4 40 10 10 0 45 10 10 0 30 10 10 0 40 10 10 0
5 45 20 20 0 50 20 20 0 35 20 20 0 45 20 20 0
6 50 30 20 10 50 30 20 10 40 30 20 10 50 30 20 0
7 50 40 20 20 50 40 20 20 45 35 20 20 50 40 20 0
8 50 50 20 20 50 50 20 20 50 40 20 20 50 40 20 10
9 50 50 20 20 50 50 20 20 50 45 20 20 50 42.5 20 15
10 50 50 20 20 50 50 20 20 50 50 20 20 50 50 20 20

Table 4. The optimal cumulative flows of Link 1 of the R-SO and FIFO-SO solutions in Example

2.

Time R-SO FIFO-SO
interval U1(k) V1(k) y13(k) ȳ13(k) V1(k) y13(k) ȳ13(k)

0 0 0 0 0 0 0 0
1 20 0 0 0 0 0 0
2 40 20 20 20 20 20 20
3 50 35 15 20 25 5 20

4 50 40 5 5 30 5 5
5 50 45 5 5 35 5 5
6 50 50 5 5 40 5 5
7 50 50 0 0 45 5 5
8 50 50 0 0 50 5 5

The optimal cumulative flows of Link 3 of the R-SO solution are provided in Table 5. We can

observe from the table that U s2
3 (ℓ∗3,k)< V s2

3 (k) and U s1
3 (ℓ

∗

3,k)> V s1
3 (k) are satisfied for k = 6 and
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k= 7. This implies that the vehicles moving to destination s2 overpass those moving to destination

s1 during intervals 6 and 7. This result is consistent with Propositions 2 and 3. Similarly, FIFO

violations can also be observed from the NVH-SO flow during intervals 6 and 7.

Table 5. The optimal cumulative flows of Link 3 for the R-SO-DTA model in Example 2.

Time
U s1

3 (k) V s1
3 (k) U s2

3 (k) V s2
3 (k) ℓ∗3,k U s1

3 (ℓ∗3,k) U s2
3 (ℓ∗3,k) ℓ

∗

3,k U s1
3 (ℓ

∗

3,k)) U s2
3 (ℓ

∗

3,k))interval
0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
2 20 0 0 0 0 0 0 0 0 0
3 35 0 0 0 1 0 0 0 0 0
4 40 10 10 0 1.5 10 0 1.5 10 0
5 45 20 20 0 2 20 0 2 20 0
6 50 30 20 10 2.67 30 0 4 40 10
7 50 40 20 20 4 40 10 5 45 20
8 50 50 20 20 6 50 20 6 50 20

Example 3. Comparing the accuracy and computational efficiency of the LTM-based models with

those of the CTM-based counterparts.

In this example, we adopt a modified Nguyen and Dupuis network (see Figure EC.4) to illustrate

the accuracy and computational efficiency of the proposed LTM-based models. The network has 17

nodes, 23 links, and 4 OD pairs. The detailed specification of the network is presented in Appendix

EC.6.3. To demonstrate the efficiency of the link-based SO-DTA models, we construct two scenarios

with different link lengths. Except for the origin and destination links, the lengths of all of the

normal links in Scenario 2 double those used in Scenario 1. The time interval is 10 s, and each of

the OD demands last for the first 10 intervals. The modeling horizons are set at 35 and 70 intervals

for Scenarios 1 and 2, respectively. The values of the priority parameters are the same as those

given in Example 2.

In Table 6, we compare the sizes of the LTM-based R-SO-DTA problem without FIFO constraints

with the corresponding CTM-based R-SO-DTA problem for Scenarios 1 and 2. We find that the

LTM-based formulations have considerably fewer variables and constraints than the CTM-based

counterparts. The LTM-based formulations can thus be solved more efficiently. In particular, as
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shown in Table 7, the CPU times required to solve the CTM-based R-SO-DTA, NVH-SO-DTA, and

FIFO-SO-DTA models are at least 2.28 times greater than those required to solve the LTM-based

counterparts in Scenario 1. Compared with Scenario 1, the merit of the LTM-based models in terms

of computational efficiency is more remarkable in Scenario 2. In this scenario, the network size for

the LTM-based models is unchanged, whereas for the CTM-based counterparts the network size

increases due to the increase in the link length, which leads to an increase in the number of cells

for the CTM-based models, and the large increase in the model size and the CPU times required to

solve the models (see Tables 6 and 7). In addition, we observe that the R-SO, NVH-SO, FIFO-SO,

and NVH-FIFO-SO-DTA models, which are either formulated as LTM- or CTM-based models,

give the same TSTTs of 5287.5 and 9635 intervals for Scenarios 1 and 2, respectively. This implies

that the LTM-based SO-DTA models maintain the same level of accuracy as the corresponding

CTM-based SO-DTA models.

Table 6. The sizes of the R-SO-DTA problem for Scenarios 1 and 2 in Example 3.

Problem size
Scenario 1 Scenario 2

LTM CTM LTM CTM

Number of variables 1656 5400 3266 20732

Increase in the number of variables 0.00% 226.09% 0.00% 534.78%

Number of constraints 8407 29300 16734 115086

Increase in the number of constraints 0.00% 248.52% 0.00% 587.74%

Table 7. The CPU times (in seconds) required to solve the LTM- and CTM-based models in

Example 3.

Scenario
R-SO NVH-SO FIFO-SO NVH-FIFO-SO

CTM LTM CTM LTM CTM LTM CTM LTM

1 1.14 0.50 1.25 0.39 11.65 4.49 36.32 5.48

2 13.47 1.08 14.58 1.20 625.23 19.32 72186.28 1431.33

Example 4. Comparing the CPU times required to solve various models in a modified Sioux Falls

network.
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In this example, we adopt a modified Sioux Falls network (see Figure EC.5) to illustrate the

computational efficiency of the proposed models. The network has 43 nodes, 95 links, and 12

OD pairs. The detailed network setting is presented in Appendix EC.6.4. We have two scenarios

(Scenarios 3 and 4) with different OD demands. The OD demands last for the first 30 min in

Scenario 3 and the first 60 min in Scenario 4. The OD demand profiles of both scenarios are

presented in Figure EC. 6. The time interval is 1 min, and the modeling horizon is set at 50 min

and 80 min in Scenarios 3 and 4, respectively. Table 8 illustrates the CPU times required to solve

different SO-DTA models. The results presented in Table 8 demonstrate that the proposed models

and algorithms are computationally efficient and solvable for some networks of reasonable size, and

the OD demands have a significant effect on the CPU time required to solve the proposed SO-DTA

models.

Table 8. The CPU times (in seconds) required to solve the four LTM-based models in Example

4.

Scenario R-SO NVH-SO FIFO-SO NVH-FIFO-SO

3 80.74 77.51 226.25 292.36

4 329.35 285.10 919.45 4799.44

6. Conclusions

In this paper, the LTM is used to formulate link-based SO-DTA models in terms of cumulative

flows. Similar to the well-known cell-based SO-DTA models, each of the link-based SO-DTA models

without FIFO constraints can lead to an LP formulation. The LTM does not discretize links into

small cells, so the link-based models have higher computational efficiency than the cell-based coun-

terparts. We address the vehicle holding problem in SO-DTA problems without FIFO constraints

by adding a penalty term, a sufficiently small coefficient multiplied by the sum of cumulative out-

flows, to the objective function of the R-SO-DTA problem. This method encourages cyclic SO flows

to be produced in cyclic networks. To overcome this problem, we add another penalty term, a
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sufficiently small coefficient multiplied by the total system travel distance, to the objective function

of the R-SO-DTA problem to reduce the unnecessary cyclic flows.

We introduce an entry time to define the FIFO condition and then formulate the FIFO con-

straints. By integrating the FIFO constraints into the R-SO-DTA problem, we obtain the FIFO-

SO-DTA problem. By integrating the NVH and FIFO constraints into the R-SO-DTA problem, we

obtain the NVH-FIFO-SO-DTA problem. As the FIFO constraints contain bilinear terms, the fea-

sible solution set of the SO-DTA problems with FIFO constraints is nonconvex, and it is difficult to

guarantee that (local) optimal solutions of the corresponding optimization models will be obtained.

According to the optimality conditions of the proposed optimization problems, branch-and-bound

algorithms were developed to solve the two SO-DTA problems with FIFO constraints. Traditional

branch-and-bound algorithms were developed for discrete programming problems, which include

integer programming and combinatorial optimization problems (Mitten 1970), and for nonlinear

programming problems, which minimize nonconvex objective functions (Lawler and Wood 1966).

These algorithms directly branch decision variables. However, the proposed branch-and-bound

algorithms are based on the properties of the proposed optimization problems. They do not directly

branch decision variables, but aim to search for proper ranges of link entry times using the set of

pairs of link and interval indices of the flow vector with FIFO violations, identified by the condi-

tions stated in Propositions 2 and 3. The critical entry times obtained from the FIFO violation

identification are used to develop the branching scheme.

Examples are given to show the properties of the proposed models and the performance of the

algorithms. The results show that the proposed LP formulation for the NVH-SO-DTA problem can

address the vehicle holding problem for general networks, and that the MTSTD-NVH-SO-DTA

model can reduce the unnecessary cyclic flow. The proposed branch-and-bound algorithms can

solve the two SO-DTA problems with FIFO constraints. When FIFO violations occur, the optimal

TSTTs of the two SO-DTA problems with FIFO constraints can be greater than those without.

The proposed link-based SO-DTA models are consistent with the cell-based SO-DTA counterparts
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in terms of yielding an identical optimal TSTT. However, the link-based models outperform the

cell-based counterparts in terms of computational efficiency.

The SO-DTA models considering both route and departure time choices are extensions of the

models that only consider route choice. The proposed models can be directly extended to simul-

taneously model route and departure time choices under the DSO principle by modifying the

objective functions to consider the penalty cost for early and late arrivals, and by modifying the

flow conservation conditions at origins or destinations, to ensure that the total demand of each

OD pair over the modeling period is fixed. In this paper, we propose link-based DSO models, in

which we only consider link FIFO. As we do not distinguish the paths of the traffic that heads to

the same destination, path FIFO cannot be considered. In the future, we will develop path-based

DSO models, in which path FIFO will be considered.
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EC.1. Non-vehicle holding constraints

Constraint (4) in the LTM is relaxed to a set of less-than-or-equal constraints (7) in SO-DTA

models. For an optimal solution to a SO-DTA model, if a pair of a link and an interval exist such

that all of the constraints in condition (7) fall into the inequality region, vehicles are likely to be

held in the link without moving forward, even if its successor link has sufficient capacity. Such a

solution property is referred to as “vehicle-holding”(Zheng and Chiu 2011).

Definition EC.1 (Vehicle holding flow and NVH flow pattern). Let x ∈ Ω be a feasible flow

pattern. x is defined as a vehicle holding flow pattern if a pair of a link a∈A and an interval k ∈K

exists such that the feasible flow pattern satisfies the following conditions:






∑
s∈S

V s
a (k)<

∑
s∈S

U s
a(k− τa),

∑
s∈S

[
V s
a (k)−V s

a (k− 1)
]
<Ca(k),

∑
s∈S

U s
b (k)<

∑
s∈S

V s
b (k− ιb)+Lbρjam, ∀b∈ Γ(a), and

∑
s∈S

[
U s

b (k)−U s
b (k− 1)

]
<Qb(k), ∀b∈ Γ(a),

(EC.1)

where Γ(a) denotes the set of successor links of link a (downstream links directly connected to link

a). Otherwise, x is defined as an NVH flow pattern.

This definition of vehicle holding is consistent with that used by Shen et al. (2007), Zheng and

Chiu (2011), and Zhu and Ukkusuri (2013). The definition of an NVH flow pattern implies that at

least one of the following less-than-or-equal inequalities take equality for each a∈A and k ∈K:





∑
s∈S

V s
a (k)≤

∑
s∈S

U s
a(k− τa),

∑
s∈S

[
V s
a (k)−V s

a (k− 1)
]
≤Ca(k),

∑
s∈S

U s
b (k)≤

∑
s∈S

V s
b (k− ιb)+Lbρjam, ∀b∈ Γ(a), and

∑
s∈S

[
U s

b (k)−U s
b (k− 1)

]
≤Qb(k), ∀b∈ Γ(a).

(EC.2)

For any link a (except destination links) with |Γ(a)| successor links, the first two inequalities in

system (EC.2) restrict the sending flow of link a, and the last two inequalities in system (EC.2)

restrict the receiving flows of all successor links of link a. Hence, the number of constraints in system

(EC.2) with respect to interval k is 2+2|Γ(a)|. The NVH conditions require that an equality holds
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in at least one of the 2 + 2|Γ(a)| constraints. We can equivalently formulate the NVH conditions

as the following mixed integer constraints (Pavlis and Recker 2009):

−
[
θ0a(k)+

ma∑

i=1

θia(k)
]
M ≤

∑

s∈S

[V s
a (k)−U s

a(k− τa)], (EC.3a)

−
[
1− θ0a(k)+

ma∑

i=1

θia(k)
]
M ≤

∑

s∈S

[V s
a (k)−V s

a (k− 1)]−Ca(k), (EC.3b)

−
[ ma∑

i=1

σj
i + θ0a(k)−

ma∑

i=1

(2σj
i −1)θia(k)

]
M ≤

∑

s∈S

U s
bj
(k)−

∑

s∈S

V s
bj
(k− ιbj )−Lbjρjam,∀j ∈ Ja, (EC.3c)

−
[
1+

ma∑

i=1

σj
i − θ0a(k)−

ma∑

i=1

(2σj
i − 1)θia(k)

]
M ≤

∑

s∈S

[U s
bj
(k)−U s

bj
(k− 1)]−Qbj (k),∀j ∈ Ja, (EC.3d)

ma∑

i=0

2iθia(k)≤ 1+2|Γ(a)|, and (EC.3e)

θia(k)∈ {0,1},∀i= 0,1, · · · ,ma, (EC.3f)

where M is a very large positive value. Ja = {1,2, · · · , |Γ(a)|} is an index set for successor links

of link a. bj is the j-th link in Γ(a). ma = argmin
m
{2m+1 ≥ 2 + 2|Γ(a)|}, and σj

i is 0 or 1 such

that
∑ma

i=1 2
i−1σj

i = j. There are ma +1 integer variables in system (EC.3), which can form 2ma+1

combinations. There are 2+2|Γ(a)| LTM-based flow constraints in system (EC.2), and constraint

(EC.3e) implies that we only use 2+2|Γ(a)| combinations of the integer variables.

EC.2. Proofs

EC.2.1. Proof of Lemma 1

Proof. Substituting Eqs. (9) and (10) into Eq. (15), we have

η=
∑

a∈A\AS

∑

s∈S

∑

k∈K

U s
a(k)−

∑

a∈A\AS

∑

s∈S

∑

k∈K

V s
a (k)

=
∑

i∈N\S

∑

a∈A(i)

∑

s∈S

∑

k∈K

U s
a(k)−

∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)−

∑

i∈N\{R,S}

∑

a∈B(i)

∑

s∈S

∑

k∈K

V s
a (k)

=
∑

i∈R

∑

a∈A(i)

∑

s∈S

∑

k∈K

U s
a(k)+

∑

i∈N\{R,S}

∑

a∈A(i)

∑

s∈S

∑

k∈K

[U s
a(k)−V s

a (k)]−
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)

=
∑

i∈R

∑

a∈A(i)

∑

s∈S

∑

k∈K

U s
a(k)−

∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)

=
∑

a∈AR

∑

s∈S

∑

k∈K

Ds
a(k)−

∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k).
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Therefore, LP problem (15) is equivalent to the following LP:

min
x∈Ω

η =
∑

a∈AR

∑

s∈S

∑

k∈K

Ds
a(k)−

∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k).

The cumulative demand Ds
a(k) is a model input and is predetermined, so the optimal solution to

LP problem (15) is also the optimal solution to LP problem (16).

EC.2.2. Proof of Proposition 1

Proof. We first prove that any optimal solution to the following LP problem is an NVH-SO flow

pattern:

max
x∈Ω

ξ =
∑

a∈A

∑

k∈K

∑

s∈S

V s
a (k). (EC.4)

Subject to
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

a(k)−V s
a (k)

]
= η∗, (EC.5)

where η∗ is the value of the objective function for an optimal solution to LP problem (15), that is,

the minimum TSTT of the R-SO-DTA problem.

Let Y s
ab(k) be the cumulative number of vehicles that leave link a and enter link b to destination

s by the end of interval k. By definition, we have

U s
a(k) =

∑

b∈Γ−1(a)

Y s
ab(k),∀a∈A\AR, s ∈ S,k ∈K and (EC.6)

V s
a (k) =

∑

b∈Γ(a)

Y s
ab(k),∀a∈A\AS , s∈ S,k ∈K, (EC.7)

where Γ−1(a) denotes the set of predecessor links of link a (upstream links directly connected to

link a).

Let x∗ be an optimal solution to LP problem (EC.4)-(EC.5). Assume that x∗ contains vehicle

holding flows. Consider link a where a vehicle holding phenomenon occurs during interval k (k > 0).

Condition (EC.1) must be true. Let Y∗ = [Y s∗

ab (k)] such that x∗ and Y∗ satisfy conditions (EC.6)

and (EC.7). Without loss of generality, we assume that a holding-back traffic flow exists on link a
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during interval k. The following optimization problem is then used to track the NVH flow of link

a during interval k:

max~

s.t.





∑
s∈S

V s∗

a (~)−
∑
s∈S

V s∗

a (k− 1)≤Ca(k),
∑
s∈S

V s∗

a (~)≤
∑
s∈S

U s∗

a (k− τ a),
∑
s∈S

Y s∗

ab (~)+
∑

a
′
∈Γ−1(b)/{a}

∑
s∈S

Y s∗

a
′
b
(k)−

∑

a
′
∈Γ−1(b)

∑
s∈S

Y s∗

a
′
b
(k− 1)≤Qb(k),∀b∈ Γ(a),

∑
s∈S

Y s∗

ab (~)+
∑

a
′
∈Γ−1(b)/{a}

∑
s∈S

Y s∗

a
′
b
(k)≤

∑
s∈S

V s∗

b (k− ιb)+Lbρjam,∀b∈ Γ(a).

(EC.8)

Let ~∗ be an optimal solution to optimization problem (EC.8). By definition, we have

∑

s∈S

V s∗

a (~∗)>
∑

s∈S

V s∗

a (k). (EC.9)

Based on the optimal solution x∗, we can define the following:

Ṽ s∗

a (k) = V s∗

a (k)+
U s∗

a (k− τa)−V s∗

a (k)
∑
s∈S

[
U s∗

a (k− τa)−V s∗
a (k)

]
[∑

s∈S

V s∗

a (~∗)−
∑

s∈S

V s∗

a (k)
]
. (EC.10)

Based on the cumulative flow defined by Eq. (EC.10), we can construct V̄∗ = [V̄ s∗

a (k), a∈A,s ∈

S,k ∈K] by changing the cumulative outflows of link a, such that

V̄ s∗

a (l) =

{
Ṽ s∗

a (k), if l ∈ {l≥ k : V s∗

a (l)≤ Ṽ s∗

a (k)},

V s∗

a (l), otherwise.
(EC.11)

For all s ∈ S and k ∈K, a time instant ~
s∗

k exists so that V̄ s∗

a (k) = V s∗

a (~s∗

k ). The vector Ȳ∗ =

[Y s∗

ab (k), a ∈ A \ AS , b ∈ Γ(a), s ∈ S,k ∈ K] can be constructed by only changing the cumulative

transfer flows of link a such that

Ȳ s∗

ab (k) = Y s∗

ab (~
s∗

k ),∀b∈ Γ(a), s∈ S,k ∈K. (EC.12)

We construct Ū∗ = [Ū s∗

a (k), a ∈ A,s ∈ S,k ∈ K] through Ȳ∗ by Eqs. (9) and (EC.6). We can

then construct a new solution x̄∗ = [Ū∗, V̄∗] that satisfies constraint (9). By definition, we have

A(i) = Γ(a) and B(i) = Γ−1(b) for all a∈B(i) and b∈A(i). As Ȳ∗ satisfies Eqs. (EC.6) and (EC.7),

we have

∑

a∈B(i)

V s∗

a (k) =
∑

a∈B(i)

∑

b∈Γ(a)

Y s∗

ab (k) =
∑

b∈A(i)

∑

a∈Γ−1(b)

Y s∗

ab (k) =
∑

b∈A(i)

U s∗

b (k). (EC.13)
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This implies that x̄∗ must satisfy constraint (10).

The definition of ~
∗ implies that x̄∗ satisfies constraint (7) and

∑
s∈S

V s∗

a (~) ≤
∑
s∈S

U s∗

a (k − τa).

According to Eq. (EC.10), we have

Ṽ s∗

a (k) =V s∗

a (k)+
U s∗

a (k− τa)−V s∗

a (k)
∑
s∈S

[
U s∗

a (k− τa)−V s∗
a (k)

]
[∑

s∈S

V s∗

a (~∗)−
∑

s∈S

V s∗

a (k)
]

≤V s∗

a (k)+
U s∗

a (k− τa)−V s∗

a (k)
∑
s∈S

[
U s∗

a (k− τa)−V s∗
a (k)

]
[∑

s∈S

U s
a(k− τa)−

∑

s∈S

V s∗

a (k)
]

=U s∗

a (k− τa).

(EC.14)

According to inequality (EC.14) and Eq. (EC.11), we have V̄ s∗

a (k)≤U s∗

a (k−τa) for all a∈A\AS ,

s ∈ S and k ∈ K, that is, x̄∗ satisfies constraint (8). In the new solution x̄∗, according to Eq.

(EC.12), we have

V̄ s∗

a (k) = V s∗

a (~s∗

k ) =
∑

b∈Γ(a)

Y s∗

ab (~
s∗

k ) =
∑

b∈Γ(a)

Ȳ s∗

ab (k),∀s∈ S,k ∈K. (EC.15)

Constraint (EC.5) implies that x∗ is also an optimal solution to LP problem (15). Eq. (EC.12)

implies that Ȳ∗ ≥Y, and hence conditions (EC.6) and (EC.8) imply Ū∗ ≥U∗ and V̄∗ ≥V∗. As x∗

satisfy non-decreasing and nonnegativity constraints (11)-(13), x∗ also satisfies non-decreasing and

nonnegativity constraints (11)-(13). Therefore, the value of objective function (16) with respect

to x̄∗ is not less than that with respect to x∗. According to Lemma 1, x∗ is an optimal solution

to LP problem (15). Therefore, x̄∗ satisfies constraint (EC.5). In summary, x̄∗ satisfies constraints

(7)-(13) and (EC.5) and hence is a feasible solution to optimization problem (EC.4)-(EC.5).

As V
∗
≥ V ∗, according to conditions (EC.9) and (EC.15), we have

∑

s∈S

V
s∗

a (k) =
∑

s∈S

V s∗

a (~∗)>
∑

s∈S

V s∗

a (k).

Therefore, we have

∑

a∈A

∑

s∈S

∑

k∈K

V
s∗

a (k)>
∑

a∈A

∑

s∈S

∑

k∈K

V s∗

a (k).

This contradicts that x∗ is an optimal solution to LP problem (EC.4)-(EC.5), and hence x∗ is an

NVH flow pattern. Constraint (EC.5) implies that x∗ is an optimal solution to LP problem (15),

and hence x∗ is an NVH-SO flow pattern.
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We then prove that if x∗ is also an optimal solution to LP problem (15), then x∗ is also an

optimal solution to LP problem (EC.4)-(EC.5), and all optimal solutions to LP problem (18) are

also optimal to LP problem (EC.4)-(EC.5):

For any flow pattern x∈Ω, the following definitions will be used to prove this proposition:

η(x) =
∑

a∈A\AS

∑

s∈S

∑

k∈K

[
U s

k (a)−V s
a (k)

]
,

̟(x) =
∑

a∈As

∑

s∈S

∑

k∈K

U s
k (a), and

ξ(x) =
∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k).

Let x∗ be an optimal solution to LP problem (EC.4)-(EC.5). As x∗ is an optimal solution to

LP problem (15), we have η(x∗) = η(x∗) = η∗. According to Lemma 1, both x∗ and x∗ are optimal

solutions to LP problem (16), and we have ̟(x∗) =̟(x∗). By definition, x∗ is an optimal solution

to LP problem (17), so we have ̟(x∗)+κξ(x∗)≥̟(x∗)+κξ(x∗).

Assume that x∗ is not an optimal solution to LP problem (EC.4)-(EC.5). We then have ξ(x∗)<

ξ(x∗). This implies ̟(x∗)+κξ(x∗)<̟(x∗)+κξ(x∗), which contradicts ̟(x∗)+κξ(x∗)≥̟(x∗)+

κξ(x∗). Therefore, x∗ is also an optimal solution to LP problem (EC.4)-(EC.5), and x∗ is an

NVH-SO flow pattern.

Let x̃∗ be an optimal solution to LP problem (18). Assume that x̃∗ is not an optimal solution

to LP problem (EC.4)-(EC.5). Equivalently, x̃∗ is not an optimal solution to LP problem (15).

According to Lemma 1, x̃∗ is not an optimal solution to LP problem (16). As x∗ is an optimal

solution to LP problem (16), we have ̟(x∗)>̟(x̃∗). As x∗ and x̃∗ are optimal solutions to LP

problems (17) and (18), respectively, we have

̟(x∗)+κξ(x∗) ≥ ̟(x̃∗)+κξ(x̃∗) and (EC.16)

̟(x∗)+ κ̃ξ(x∗) ≤ ̟(x̃∗)+ κ̃ξ(x̃∗). (EC.17)

Because ̟(x∗)>̟(x̃∗), we can rearrange inequalities (EC.16) and (EC.17) to get

1

κ̃
≤

ξ(x̃∗)− ξ(x∗)

̟(x∗)−̟(x̃∗)
≤

1

κ
. (EC.18)



ec8 e-companion to Long and Szeto: Link-based System Optimum Dynamic Traffic Assignment Problems in General Networks

Inequality (EC.18) implies κ≤ κ̃. This contradicts κ̃ < κ , and hence x̃∗ is also an optimal solution

to LP problem (EC.4)-(EC.5). Any optimal solutions to LP problem (EC.4)-(EC.5) are NVH-SO

flow patterns, so x̃∗ is an NVH-SO flow pattern.

Remark EC.1: Note that there are no weights in objective function (EC.4) and that the formula-

tion can be used for either acyclic or cyclic networks. Before solving LP problem (EC.4)-(EC.5), we

should solve LP problem (15) to obtain the minimum TSTT η∗. In other words, two LP problems

should be solved sequentially to obtain an optimal solution to LP problem (EC.4)-(EC.5). How-

ever, Proposition 1 shows that we can obtain an optimal solution to LP problem (EC.4)-(EC.5) by

solving a single LP problem, which can effectively enhance the computational efficiency for solving

the NVH-SO-DTA problem.

Remark EC.2: LP problem (17) can be viewed as LP problem (15) with perturbations on the

coefficients of the objective function. If the coefficient approaches zero, LP problem (17) imme-

diately becomes LP problem (16), which is equivalent to LP problem (15). Optimal solutions to

LP problem (17) are also optimal to LP problem (15) only if the coefficient is positive and suf-

ficiently small. Otherwise, optimal solutions to LP problem (17) are not optimal to LP problem

(15), because if the coefficient is large enough, LP problem (17) mainly attempts to maximize the

second term of its objective function and cannot achieve the maximum value of the first term of

its objective function (or equivalently the maximum value of the objective function of LP problem

(16)). Shen et al. (2007) showed that an optimal solution to single-destination SO-DTA problems

that maintain the non-vehicle-holding property always exists. In other words, SO-DTA problems

without NVH constraints can have multiple optimal solutions, and at least one of them is an

NVH-SO flow pattern. This result can be directly extended to multi-destination SO-DTA problems

without FIFO constraints. The penalty term for LP problem (16) is introduced to determine an

NVH-SO flow pattern from the set of SO flow patterns.
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EC.2.3. Proof of Proposition 2

Proof. As U s
a(ℓ

∗
a,k) < V s

a (k) and the cumulative flows are non-decreasing, condition (20) implies

that U s
a(ℓ

∗
a,k) = V s

a (ℓ
∗
a,k+τ s

a(ℓ
∗
a,k))<V s

a (k), and there exists a time instant ℓ such that U s
a(ℓ) = V s

a (k)

and U s
a(ℓ)< V s

a (k) for all ℓ < ℓ. Hence, we have ℓ+ τ s
a(ℓ)< k for all ℓ∗a,k < ℓ < ℓ. This implies that

the vehicles that enter link a to destination s at any time instant ℓ ∈ (ℓ∗a,k, ℓ) leave link a before

the end of time interval k.

According to the definition of ℓ∗a,k by Eq. (23), there exists at least one destination s ∈ S such

that U s
a(ℓ

∗
a,k) = U s

a(k). According to condition (20), we have ℓ∗a,k + τ s
a(ℓ

∗
a,k) = k. This implies that

the vehicles that enter link a to destination s at time instant ℓ∗a,k leave link a at the end of time

interval k. Therefore, the vehicles that enter link a to destination s at any time instant ℓ∈ (ℓ∗a,k, ℓ)

overpass the vehicles that enter link a to destination s at time instant ℓ∗a,k. This implies that x

involves FIFO violations.

EC.2.4. Proof of Proposition 4

Proof. As x ∈ Ω is a FIFO flow pattern, according to Proposition 2, U s
a(ℓ

∗
a,k) ≥ V s

a (k) must be

satisfied for all s ∈ S. According to definition of ℓ∗a,k by Eq. (23), we have U s
a(ℓ

∗
a,k) ≤ V s

a (k) for

all s ∈ S. Therefore, we have V s
a (k) = U s

a(ℓ
∗
a,k). Let pa(k) = ℓ∗a,k. Then, Eq. (26) is satisfied. This

completes the proof.

EC.2.5. Proof of Proposition 5

Proof. For an arbitrary index pair (a, k), constraint (28a) implies that only two cases should be

considered: (i) λa,k,l < 1 for all l ≤ k − τa, and (ii) one interval l′ exists such that λa,k,l′ = 1 and

λa,k,l =0 for all l 6= l′.

For case (i), constraints (28a)-(28c) imply that there must be two adjacent intervals l′ and l′+1

such that λa,k,l′ + λa,k,l′+1 = 1 and λa,k,l = 0 for all l /∈ {l′, l′ +1}. This implies λa,k,l′+1 = 1−λa,k,l′ .

According to Eq. (27), we have

V s
a (k) = λa,k,l′U

s
a(l

′)+ (1−λa,k,l′)U
s
a(l

′ +1),∀s∈ S. (EC.19)
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Based on Eqs. (EC.19) and (1), we can derive the entry time psa(k) = l′ +1− λa,k,l′ . As l′ +1−

λa,k,l′ is independent with destination s, we have pa(k) = l′ +1− λa,k,l′ = psa(k),∀s∈ S. Therefore,

condition (26) is satisfied. This implies that x is a FIFO flow pattern.

Because 1−λa,k,l′ = λa,k,l′+1 and λa,k,l′ +λa,k,l′+1 =1, we have

pa(k) = l′(λa,k,l′ +λa,k,l′+1)+λa,k,l′+1 = l′λa,k,l′ +(l′ +1)λa,k,l′+1. (EC.20)

λa,k,l =0 is satisfied for all l 6= l′ and l 6= l′ +1, according to Eq. (EC.20), so we have

pa(k) = l′λa,k,l′ +(l′ +1)λa,k,l′+1 +
∑

l 6=l′,l 6=l′+1,l≤k−τa

lλa,k,l =
∑

l≤k−τa

lλa,k,l. (EC.21)

For case (ii), we also have λa,k,l′ +λa,k,l′+1 =1 and λa,k,l = 0 for all l /∈ {l′, l′ +1}, and hence case

(ii) is a special case of case (i). The proof for case (ii) is the same as for case (i). This completes

the proof.

EC.2.6. Proof of Theorem 1

Proof. [x∗, λ∗] is an optimal solution to the FIFO-SO-DTA problem, so we have x∗ ∈ Ω , and

[x∗, λ∗] satisfies constraints (27) and (28). According to Proposition 5, x∗ is a FIFO flow pattern

and x∗ satisfies constraint (30b). Hence, x∗ is a feasible solution to LP problem (30). If x∗ is not an

optimal solution to LP problem (30), we can find an optimal solution x∗ to LP problem (30). Let

η∗ and η∗ be the objective values with respect to x∗ and x∗, respectively. We then have η∗ < η∗.

By definition, x∗ ∈ Ω satisfies constraint (30b), and hence [x∗, λ∗] satisfies constraints (27) and

(28). Therefore, [x∗, λ∗] is a feasible solution to the FIFO-SO-DTA problem. [x∗, λ∗] is an optimal

solution to the FIFO-SO-DTA problem, so we have η∗ ≤ η∗. This contradicts η∗ < η∗. Therefore,

x∗ is an optimal solution to LP problem (30).

EC.2.7. Proof of Proposition 6

Proof. Constraint (EC.5) implies η∗
1 = η∗

2 . The feasible solution set of the FIFO-SO-DTA problem

(with objective function (29) and constraints (27) and (28)) is a subset of that of LP problem (15),
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so η∗
1 ≤ η∗

3 . Similarly, the feasible solution set of the NVH-FIFO-SO-DTA problem (with objective

function (31) and constraints (27), (28), and (EC.3)) is a subset of that of the FIFO-SO-DTA

problem, so η∗
3 ≤ η∗

4 . This completes the proof.

EC.2.8. Proof of Proposition 7

Proof. x∗ is a FIFO flow pattern, so we have

V s∗

aβ
(kβ) =U s∗

aβ
(p∗aβ(kβ)),∀s∈ S,β ∈ ISα. (EC.22)

x∗ is an optimal solution to LP problem (33), so we have

U s∗

aβ
(ℓβ)≤ V s∗

aβ
(kβ)≤U s∗

aβ
(ℓβ),∀s∈ S,β ∈ ISα. (EC.23)

Substituting Eq. (EC.22) into condition (EC.23), we have

U s∗

aβ
(ℓβ)≤U s∗

aβ
(p∗aβ(kβ))≤U s∗

aβ
(ℓβ),∀s∈ S,β ∈ ISα. (EC.24)

The cumulative flows are monotone with respect to the time instant, so condition (EC.24) implies

that condition (34) is satisfied. This completes the proof.

EC.2.9. Proof of Proposition 8

Proof. By definition, we have Φ̃α = Φ̃(x∗). The definitions of ℓ∗a,k and ℓ
∗

a,k (i.e., conditions (23)

and (24), respectively) imply that an optimal solution to LP problem (33), x∗ , satisfies U s
a(ℓ

∗
a,k)≤

V s
a (k)≤U s

a(ℓ
∗

a,k) for all (a, k)∈ Φ̃α. This implies that x∗ is a feasible solution to LP problem (40)-

(41). The feasible solution set of LP problem (40)-(41) is also a subset of that of LP problem (33),

and hence the optimal objective value of LP problem (40)-(41) is no more than that of LP problem

(33). Therefore, x∗ is also an optimal solution to LP problem (40)-(41).

EC.3. LP formulation for the MTSTD-NVH-SO-DTA problem

To reduce cyclic flows in cyclic networks, we develop the following LP problem to obtain SO flows

with MTSTD:

min
x∈Ω

ζ =
∑

a∈A

∑

s∈S

LaU
s
a(K). (EC.25)
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Subject to constraint (EC.5).

Objective function (EC.25) minimizes the total system travel distance (TSTD) or the sum of

the travel distance of all flows. To achieve MTSTD under the SO condition, the unnecessary cyclic

flows, which can be avoided without increasing the TSTT, should be removed. Note that in this

study we are not concerned with the circumstances in which cyclic flow is beneficial to the system.

Similar to LP problem (EC.4)-(EC.5), we can formulate the MTSTD-NVH-SO-DTA problem as

the following LP problem:

max
x∈Ω

ξ =
∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k). (EC.26)

Subject to constraint (EC.5) and

∑

a∈A

∑

s∈S

LaU
s
a(K) = ζ∗, (EC.27)

where ζ∗ is the value of the objective function for an optimal solution to the LP problem with

objective function (EC.25) and constraint (EC.5).

Similar to LP problem (17), we have the following LP problem to obtain an MTSTD-NVH-SO

flow pattern:

Proposition EC.1: For given κ1 > 0 and κ2 > 0, let x∗ be an optimal solution to the following

LP problem:

max
x∈Ω

ˆ̟ =
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)+κ1

∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k)−κ2

∑

a∈A

∑

s∈S

LaU
s
a(K). (EC.28)

If x∗ is also an optimal solution to LP problem (15), then x∗ is also an optimal solution to the

LP problem with objective function (EC.26) and constraints (EC.5) and (EC.27), and all optimal

solutions to the following LP problem are also optimal to the LP problem with objective function

(EC.26) and constraints (EC.5) and (EC.27):

max
x∈Ω

ˆ̟ =
∑

a∈AS

∑

s∈S

∑

k∈K

U s
a(k)+ κ̂1

∑

a∈A

∑

s∈S

∑

k∈K

V s
a (k)− κ̂2

∑

a∈A

∑

s∈S

LaU
s
a(K), (EC.29)

where 0< κ̂1 <κ1 and 0< κ̂2 <κ2.
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The proof is similar to that of Proposition 1 and is omitted here.

The unnecessary cyclic flow elimination term has a higher priority to be optimized than the NVH

elimination term. Hence, we have 0<κ1≪ κ2≪ 1 . (Note that the weight of the first term is one).

Proposition EC.1 indicates that we can select sufficiently small positive parameter values κ1 and

κ2 that satisfy 0<κ1≪ κ2≪ 1 and can solve only one LP problem to obtain an MTSTD-NVH-SO

flow pattern.

EC.4. An example illustrating FIFO violations

In this example, we consider a network with two destinations (i.e., s1 and s2). The cumulative

inflows and outflows of link a are graphically shown in Figure EC.1. We observe that the entry times

of vehicles leaving link a to destinations s1 and s2 at the end of time interval k are ps1a (k) = ℓ∗a,k

and ps2a (k) = ℓ
∗

a,k, respectively. The travel times of vehicles leaving link a to destinations s1 and s2

at the end of time interval k are τ s1
a (ps1a (k)) = k− ℓ∗a,k and τ s2

a (ps2a (k)) = k− ℓ
∗

a,k, respectively. As

shown in Figure EC.1, we have ℓ
∗

a,k > ℓ∗a,k, and hence τ s1
a (ps1a (k)) = k− ℓ∗a,k > k− ℓ

∗

a,k = τ s2
a (ps2a (k)),

that is, the travel time of vehicles leaving link a to destination s1 at the end of time interval k is

greater than that of the vehicles leaving link a to destination s2 at the end of time interval k. For

all ℓ̃∈ (ℓ∗a,k, ℓ
∗

a,k), we have ℓ̃+ τ s2
a (ℓ̃)< ℓ∗a,k + τ s1

a (ℓ∗a,k) = k. This implies that the vehicles that enter

link a during time period (ℓ∗a,k, ℓ
∗

a,k) and travel to destination s2 overpass the vehicles that enter

link a at time instant ℓ∗a,k and travel to destination s1, that is, FIFO violations occur. We can also

observe from Figure EC.1 that U s1
a (ℓ

∗

a,k)> V s1
a (k) and U s2

a (ℓ∗a,k)< V s2
a (k) are satisfied. According

to either Proposition 2 or 3, the flow pattern in Figure EC.1 involves FIFO violations. This is

consistent with our previous analysis.

EC.5. Procedures

EC.5.1. Procedure of FIFO violations identification

The following procedure can be used to identify FIFO violations in any feasible flow pattern x and

to provide the set of pairs of link and time interval indices associated with FIFO violations for this

flow pattern, which is denoted as Φ̃(x):
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Procedure EC.1: FIFO IDENTIFICATION (x)

Initialize Φ̃(x)←∅

for each link a∈A\AS and interval k ∈K do

Retrieve the entry times ℓ∗a,k and ℓ
∗

a,k from x by Eq. (23) and (24), respectively.
for each destination s ∈ S do

if U s
a(ℓ

∗
a,k)<V s

a (k) (or U
s
a(ℓ

∗

a,k)>V s
a (k)) then

Φ̃(x)← Φ̃(x)+ {(a, k)}, and break.
end if

end for

end for

Cumulative flows Cumulative inflow Cumulative outflow

1k  1k ! Intervalk

*

,a k 

*

,a k 

* *

, 1 , 1a k a k  
"  

* *

, 1 , 1a k a k! !
"  

Destination s1

Destination s2

Figure EC.1 Illustration of FIFO violations.

EC.5.2. Procedure of branching

The following procedure is developed to branch a selected search tree node:

Remark EC.3: In the procedure FIFO BRANCHING(α,xα), we use the entry times ℓ∗a,k and ℓ
∗

a,k

to check whether FIFO conditions are satisfied for all index pairs (a, k) ∈ Φ. If a FIFO violation

occurs for any index pair (a, k), new search tree nodes will be generated. One of the new generated

search tree nodes (denoted as α0 in the procedure) contains constraint (37). According to the

description of the procedure, we have α0 = n(a, k, ℓ∗a,k, ℓ
∗

a,k). The definition of the input sequence

ISα0
implies that the index pairs corresponding to all search tree nodes in ISα0

− ISα are a subset

of Φ̃α. According to Proposition 8, xα is also an optimal solution to the LP problem corresponding

to search tree node α0, and hence we use it directly to generate more branches.

Remark EC.4: In this procedure, if Φ̃α =∅, xα is a FIFO flow pattern. However, if Φ̃α 6=∅, the
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Procedure EC.2: FIFO BRANCHING(α,xα)
Initialize Υ←∅ and α← α.

Obtain Φ̃(xα) from FIFO IDENTIFICATION(xα), and Φ̃α← Φ̃(xα).

if Φ̃α =∅ then

DT ←DT + {α}.
else

for each link a∈A \AS and interval k ∈K do

Retrieve the entry times ℓ∗a,k and ℓ
∗

a,k from xα by conditions (23) and (24), respectively.

if (a, k)∈ Φ̃α then

Find the closest node β ∈ ISα to search tree node α in terms of the distance between
them in the sequence such that aβ = a and kβ = k, where aβ and kβ are the link and
interval indexes associated with β, respectively.
if node β does not exist then

Generate three nodes α0← n(a, k, ℓ∗a,k, ℓ
∗

a,k), α1← n(a, k,0, ℓ∗a,k), and

α2← n(a, k, ℓ
∗

a,k, k−~ιa);

Set ISαi
← ISα + {αi}, LBαi

←LBα, and Φ̃αi
← Φ̃α, ∀i= 0,1,2; pα0

← p,
pα1
← p, and pα2

← p;
Set Υ←Υ+ {α0}, UT ←UT + {α0, α1, α2}−{α}, and α←α0.

else if ℓ∗a,k > ℓβ and ℓ
∗

a,k < ℓβ then

Generate three nodes α0← n(a, k, ℓ∗a,k, ℓ
∗

a,k), α1← n(a, k, ℓβ, ℓ
∗
a,k), and

α2← n(a, k, ℓ
∗

a,k, ℓβ);

Set ISαi
← ISα + {αi}, LBαi

←LBα, and Φ̃αi
← Φ̃α, ∀i= 0,1,2; pα0

← p,
pα1
← p, and pα2

← p;
Set Υ←Υ+ {α0}, UT ←UT + {α0, α1, α2}−{α}, and α←α0.

else if ℓ∗a,k = ℓβ and ℓ
∗

a,k < ℓβ then

Generate two nodes α0← n(a, k, ℓ∗a,k, ℓ
∗

a,k), α1← n(a, k, ℓ
∗

a,k, ℓβ);

Set ISαi
← ISα + {αi}, LBαi

←LBα, and Φ̃αi
← Φ̃α, ∀i= 0,1; pα0

← p
and pα1

← p;
Set Υ←Υ+ {α0}, UT ←UT + {α0, α1}−{α}, and α← α0.

else if ℓ∗a,k > ℓβ and ℓ
∗

a,k = ℓβ then

Generate two nodes α0← n(a, k, ℓ∗a,k, ℓ
∗

a,k), and α1← n(a, k, ℓβ, ℓ
∗
a,k);

Set ISαi
← ISα + {αi}, LBαi

←LBα, and Φ̃αi
← Φ̃α, ∀i= 0,1; pα0

← p
and pα1

← p;
Set Υ←Υ+ {α0}, UT ←UT + {α0, α1}−{α}, and α← α0.

else

Υ←Υ+ {β}.
end if

end if

end for

Set β← arg max
β
′
∈Υ

{ℓβ′ − ℓβ′}, and generate two nodes α0← n(a, k, ℓβ, (ℓβ + ℓβ)/2) and

α1← n(a, k, (ℓβ + ℓβ)/2, ℓβ);

Set ISαi
← ISα + {αi}, LBαi

←LBα, and Φ̃αi
← Φ̃α, ∀i=0,1; pα0

← p, pα1
← p;

Set UT ←UT + {α0, α1}−{α}.
end if
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input xα is not a FIFO flow pattern, and at the end of the procedure a bisection method is used

to generate two additional search tree nodes based on the last search tree node α.

Remark EC.5: Υ is used to keep nodes with non-active FIFO constraints and in the bisection

method.

EC.5.3. Procedure of fathoming

The following proposed procedure is used to fathom search tree nodes:

Procedure EC.3: FATHOMING ()
for each α∈UT do

if LBα ≥UB then

UT ←UT −{α}.
end if

end for

EC.5.4. Procedure for retrieving the active NVH constraints

The following proposed procedure is used to retrieve the active NVH constraints for search tree

node α:

Procedure EC.4: NVH INDEXSET ENUMERATION(α)
Initialize m← 1.
while m> 0 do

Solve MILP problem (43) and obtain an optimal solution x∗ and the TSTT η∗;
Set LBα← η∗, xα← x∗;
Reset m= 0.
for each link α∈A\AS and interval k ∈K do

if Eq. (EC.1) is satisfied then

Φα←Φα + {(a, k)} and m←m+1.
end if

end for

end while
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EC.6. Scenario settings of Examples 1-4

EC.6.1. Scenario setting for Example 1

The test network for Example 1 (see Figure EC.2) is modified from Ziliaskopoulos (2000) and

contains nine nodes, eleven links, and one OD pair (from Node r to Node s). The original network of

Ziliaskopoulos (2000) does not contain Link 11 and is acyclic. The modified network contains a cycle

by adding Link 11. The time interval is 10 s. Both the free-flow and backward shock-wave travel

times on all links are one interval. The initial state of the network is empty. Table EC.1 provides

the maximum occupancy and flow capacity of each link. The flow capacity is 12 veh/interval for

Links 2 and 9, and 6 veh/interval for other links except Link 4. Following Ziliaskopoulos (2000),

we assume that an accident occurred on Link 4 and that the flow capacity of Link 4 is thus time-

variant: 0 for the first four time intervals; 3 for time intervals 5 and 6; and 6 for the remaining

time intervals. The traffic demands are eight vehicles for intervals 1 and 3, sixteen for interval 2,

and zero for the rest of intervals.

1 2 9

8

10

4

6

7

5

3

11

r s1 2

3

4 5

6 7

Figure EC.2 The modified Ziliaskopoulos (2000) network for Example 1.

Table EC.1 Setting for the modified Ziliaskopoulos (2000) network.

Link 1 2 3 4 5 6 7 8 9 10 11

Na 100 20 10 10 10 10 10 10 20 100 10

Ca 12 12 6 - 6 6 6 6 12 12 9
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EC.6.2. Scenario setting for Example 2

The X-shaped network for Example 2 (see Figure EC.3) has six nodes, five links, two origins (r1 and

r2), two destinations (s1 and s2), and the two OD pairs (r1, s1) and (r2, s2). The input parameter

values of the LTM for each link are the same: 133 veh/km jam density, 54 km/h free-flow speed, 18

km/h backward shock-wave speed, 1800 veh/h/lane flow capacity, and 10 s for each time interval

δ.

r1

r2

s1

s2

1 2

1

2

3

4

5

Figure EC.3 An X-shaped network for Example 2.

The link parameters for the X-shaped network are provided in Table EC.2. We assume that

accidents occurred on Links 1 and 5. The outflow capacity of Link 1 is 20 veh/interval for the first

three intervals and 5 veh/interval for the remainder of the time horizon. The inflow capacity of

Link 5 is 10 veh/interval for the first eight intervals and 5 veh/interval for the rest of the time

horizon. The traffic demands of OD pair (r1, s1) are 20 vehicles for intervals 1 and 2, 10 vehicles

for interval 3, and 0 vehicles for other intervals. The traffic demands of OD pair (r2, s2) are 10

vehicles for intervals 3 and 4, and 0 vehicles for the other intervals.

Table EC.2 Setting of link parameter values for the X-shaped network in Example 2.

Link 1 2 3 4 5

Length (m) 150 150 300 150 150

Number of lanes 2 2 4 2 2

Maximum link occupancy (veh) ∞ ∞ 160 ∞ ∞

Flow capacity (veh interval) - 10 20 10 -
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EC.6.3. Network setting for Example 3

The modified Nguyen and Dupuis network for Example 3 (see Figure EC.4) has 17 nodes, 23 links,

and 4 OD pairs. Following Long et al. (2013b), the OD demands are 5 veh/interval for OD pair (r1,

s1), 10 veh/interval for OD pair (r1, s2), and 7.5 veh/interval for OD pairs (r2, s1) and (r2, s2). The

input parameter values of the LTM are the same as those given in Example 2. Links 8-2, 12-8, and

13-3 have one lane, Links 7-8 and 9-13 have two lanes, and the other 14 links have three lanes. The

outflow capacities of the links going into nodes 2, 3, 5, 6, 9, 10, and 11 are 3.0 veh/interval/lane.

The maximum link occupancies and flow capacities of both origin and destination links are infinite.

The lengths of the links in both scenarios are 150 m for both origin and destination links. The

lengths of general links in Scenario 1 are provided in Table EC.3.

1

5 6 7 84

9 10

12

11

13 3

2

r1

r2

s1

s2

Figure EC.4 The modified Nguyen and Dupuis (1984) network for Example 3.

EC.6.4. Network setting for Example 4

The modified Sioux Falls network for Example 4 (see Figure EC.5) has 43 nodes and 95 links.

Following Han (2003), we only consider 12 OD pairs specified in Table EC.4, and use the same
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Table EC.3 The length of each link in the modified Nguyen and Dupius network for Scenario 1 in Example 3.

Link length (m) 150 450 600 600 750

r1-1 1-12 1-5 4-5

r2-4 7-8 4-9 5-6

Link
2-s1 7-11 5-9 6-7

12-8
3-s2 9-13 6-10 9-10

8-2 11-2 11-3

10-11 12-6 13-3

demand profile for all OD pairs in Figure EC.6. The input parameter values of the LTM for each

link are the same: 133 veh/km jam density, 54 km/h free-flow speed, and 18 km/h backward

shock-wave speed. The free-flow travel time and capacity of each link are provided in Table EC.5.

1
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Figure EC.5 The modified Sioux Falls network.
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Table EC.4 OD pairs in the modified Sioux Falls network.

Origin Destination Origin Destination

O1 D10 O14 D8

O4 D19 O18 D5

O6 D15 O20 D9

O7 D15 O22 D8

O12 D19 O3 D15

O13 D10 O2 D16

Table EC.5 The free-flow travel time and the number of lanes of each link in the modified Sioux Falls network.

Link

numbers
τ a (min)

Capacity

(veh min)

Link

numbers
τa (min)

Capacity

(veh min)

Link

numbers
τa (min)

Capacity

(veh min)

1 and 3 6 65 22 and 47 2 45 46 and 67 3 45

2 and 5 2 55 25 and 26 2 45 49 and 52 2 45

4 and 14 2 60 27 and 32 5 50 50 and 55 3 55

6 and 8 5 60 28 and 43 4 45 53 and 58 3 45

7 and 35 5 60 29 and 48 3 40 56 and 60 6 55

9 and 11 3 50 30 and 51 3 45 59 and 61 4 50

10 and 31 5 55 33 and 36 3 60 62 and 64 3 40

12 and 15 3 50 34 and 40 4 50 63 and 68 4 45

13 and 23 2 50 37 and 38 6 65 65 and 69 2 50

16 and 19 3 45 39 and 74 2 60 66 and 75 3 50

17 and 20 3 40 41 and 44 4 50 70 and 72 4 40

18 and 54 5 50 42 and 71 3 40 73 and 76 2 40

21 and 24 3 45 45 and 57 3 40

EC.7. An example for SO-DTA problems in a cyclic network

In this example, the cyclic network shown in Figure EC.7 is used to illustrate that cyclic flows

may not be completely eliminated in optimal solutions to NVH-SO- and MTSTD-NVH-SO-DTA

problems. The network has four nodes, four links, and one OD pair (from Node r to Node s). The

time interval is 10 s. Both the free-flow travel time and the backward shock-wave travel time on

all links are one interval. The initial state for the network is empty. The traffic demands are 10

vehicles for the first 3 intervals and 0 vehicles for the others. The outflow capacities of Link 1 are

10 veh/interval for the first four intervals and 1 veh/interval for the others. The flow capacities for
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Figure EC.6 Demand profile in the modified Sioux Falls network.

Links 2 and 3 are 10 veh/interval. The inflow capacity of Link 4 is 5 veh/interval.

The optimal cumulative transfer flows between links for the R-SO-, NVH-SO-, and MTSTD-

NVH-SO-DTA problems are shown in Table EC.6, where (i, j) indicates the flow from Link i to

Link j and R-SO, NVH-SO, and MTSTD-NVH-SO correspond to the optimal solutions to the

R-SO-, NVH-SO-, and MTSTD-NVH-SO-DTA models, respectively. We observe that the flows

under the columns for (2,3) and (3,2) for the R-SO, NVH-SO, and MTSTD-HVH-SO solutions

are positive over some intervals. This means that cyclic flows exist in these optimal solutions.

This result further implies that optimal flow patterns to NVH-SO- and MTSTD-NVH-SO-DTA

problems may not be acyclic and that other measures must be taken to ensure that the optimal

solution is acyclic.

1 4
r s1 2

2

3

Figure EC.7 A cyclic network.

We also observe from the table that the TSTTs for the three flow patterns are 105 intervals.
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Table EC.6 The optimal cumulative transfer flows of various SO-DTA problems in the cyclic network.

Time
R-SO NVH-SO MTSTD-NVH-SO A-NVH-SO

(η =105) (η =105) (η =105) (η =108)
Interval (1,2) (2,4) (2,3) (3,2) (1,2) (2,4) (2,3) (3,2) (1,2) (2,4) (2,3) (3,2) (1,2) (2,4) (2,3) (3,2)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 7 0 0 0 10 0 0 0 10 0 0 0 10 0 0 0
3 17 5 2 0 20 5 5 0 20 2 2 0 20 5 0 0
4 27 10 2 0 30 10 10 0 27 10 2 0 25 10 0 0
5 28 15 2 0 30 15 15 10 28 15 2 2 26 15 0 0
6 29 20 2 0 30 20 20 15 29 20 2 2 27 20 0 0
7 30 25 2 2 30 25 20 20 30 25 2 2 28 25 0 0
8 30 30 2 2 30 30 20 20 30 30 2 2 29 28 0 0
9 30 30 2 2 30 30 20 20 30 30 2 2 30 29 0 0
10 30 30 2 2 30 30 20 20 30 30 2 2 30 30 0 0

When we removed Link 3 and solved LP problem (17) to obtain an optimal solution (A-NVH-SO),

we found that the TSTT increased to 108 intervals, indicating that cyclic flows do help to reduce

the TSTT. In this example, the MTSTD-NVH-SO flow is an SO flow pattern and the A-NVH-SO

flow is a UE flow pattern. We observe from Table EC.6 that the SO flow pattern assigns two

vehicles to a cyclic path to reduce the overall travel time, whereas the UE flow pattern does not.

We also verify that the R-SO solution contains holding flow during interval 2. A maximum

number of 10 vehicles can move from Link 1 to Link 2 during this interval, but only 7 vehicles

are sent out while 3 vehicles are held on Link 1. Neither the NVH-SO nor the MTSTD-NVH-SO

solution contains holding flows. However, the MTSTD-NVH-SO solution has fewer cyclic flows than

the NVH-SO solution. This result confirms that 1) the NVH-SO-DTA model may give a solution

that has unnecessary cyclic traffic flows and 2) the MTSTD-NVH-SO-DTA model gives an optimal

solution that eliminates unnecessary cyclic flows in cyclic networks.

EC.8. Illustrating the steps of the proposed branch-and-bound algorithm

The process of the branch-and-bound algorithm for the FIFO-SO-DTA problem is illustrated in

Figure EC.8. A search tree node is represented by n(a, k, ℓ, ℓ). The property of each search tree node

is presented in Table EC.7. The detailed implementation for the first four iterations is given below,

and the remaining iterations for the branch-and-bound algorithm for solving the FIFO-SO-DTA
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problem are similar:

Iteration 0: Initially, we solved the NVH-SO-DTA problem and found FIFO violations during

intervals 6 and 7 (see Table 5). According to the procedure FIFO BRANCHING, we could generate

Branches 1-8. See Remark EC.6 below.

Iteration 1: According to the proposed branching strategy, Branch 2 was selected to continue the

branching scheme. We can find that Branch 2 generated a FIFO flow pattern with η = 290, and

hence Branch 2 was fathomed, and updated the upper bound UB =290.

Iteration 2: Branch 3 was selected to continue the branching scheme. Branch 3 generated a flow

with η = 290, which was not less than the upper bound of the TSTT, and thus this branch was

fathomed.

Iteration 3: Branch 5 was selected to continue the branching scheme. Branch 5 generated a flow

pattern with η= 275. According to the procedure FIFO BRANCHING, we could generate Branches

9 and 10 from this branch.

Iteration 4: Branch 6 was selected to continue the branching scheme. Branch 6 generated a flow

with η= 315, and this branch was fathomed.

Table EC.7 The properties of each search tree node.

α 1 2 3 4 5 6 7 8 9 10
ISα {1} {2} {3} {1,4} {1,5} {1,6} {1,4,7} {1,4,8} {1,6,9} {1,6,10}
LBα 270 270 270 270 270 270 270 270 275 275
aα 2 2 2 2 2 2 2 2 2 2
kα 6 6 6 7 7 7 7 7 6 6
ℓα 2.5 4 0 3 5 0 3 4 2.5 3.25

ℓα 4 9 2.5 5 9 3 4 5 3.25 4
ηα 270 290 290 270 275 315 280 270 278.75 290
pα 100 0.01 0.01 100 0.01 0.01 100 100 100 100
Pα 100 0.01 0.01 200 100.01 100.01 300 300 200.01 200.01

The branch-and-bound algorithm for the NVH-FIFO-SO problem has a similar process and hence

is not presented.

Remark EC.6: In Iteration 0, according to the procedure FIFO BRANCHING, for Link 2 and

interval 6, we could directly generate Branches 1-3 by constraints (37)-(39), respectively. According
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(2)

n(2, 6, 4, 9)

= 290

(0)

= 270

(1)

n(2, 6, 2.5, 4)

= 270

(3)

n(2, 6, 0, 2.5)

= 290

(5)

n(2, 7, 5, 9)

= 275

(6)

n(2, 7, 0, 3)

= 315

(4)

n(2, 7, 3, 5)

= 270

(9)

n(2, 6, 2.5, 3.25)

= 278.75

(10)

n(2, 6, 3.25, 4)

= 290

 

(7)

n(2, 7, 3, 4)

= 280

(8)

n(2, 7, 4, 5)

= 270

  

Figure EC.8 Illustration of the branch-and-bound algorithm for the FIFO-SO-DTA problem in Example 2.

to Proposition 8, Branch 1 has the same optimal solution as Branch 0, and we could generate

Branches 4-6 for Link 2 and interval 7 based on Branch 1 by using constraints (37)-(39), respectively.

Also, according to Proposition 8, Branch 1 has the same optimal solution as Branches 0 and 1,

and a bi-section method was used to generate Branches 7 and 8.


