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Quantum transport is a stochastic process in nature. As a result, the conductance is fully characterized by its
average value and fluctuations, i.e., characterized by full counting statistics (FCS). Since disorders are inevitable
in nanoelectronic devices, it is important to understand how FCS behaves in disordered systems. The traditional
approach dealing with fluctuations or cumulants of conductance uses diagrammatic perturbation expansion of
the Green’s function within coherent potential approximation (CPA), which is extremely complicated especially
for high order cumulants. In this paper, we develop a theoretical formalism based on nonequilibrium Green’s
function by directly taking the disorder average on the generating function of FCS of conductance within CPA.
This is done by mapping the problem into higher dimensions so that the functional dependence of generating
a function on the Green’s function becomes linear and the diagrammatic perturbation expansion is not needed
anymore. Our theory is very simple and allows us to calculate cumulants of conductance at any desired order
efficiently. As an application of our theory, we calculate the cumulants of conductance up to fifth order for
disordered systems in the presence of Anderson and binary disorders. Our numerical results of cumulants of
conductance show remarkable agreement with that obtained by the brute force calculation.
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I. INTRODUCTION

During the fabrication of nanoelectronic devices, it is
inevitable to have randomness due to imperfections such
as impurities, defects, and roughness, etc. Many quantum
transport properties of nanoelectronic devices, such as electric
current, conductance, and electrochemical capacitance, are
strongly influenced by the disorder effects [1–4]. In addition,
nanoelectronic device performance depends very much on the
device-to-device variability which can be very large due to
the disorder effects [5–8]. Thus the study of disorder effects
in quantum transport is extremely important in understanding
and controlling the reliability of nanoelectronic devices. On
the other hand, understanding disorder effects is also a
fundamental issue in condensed matter physics [9–13]. For
instance, one of the hallmarks in mesoscopic physics is
the universal conductance fluctuation in the diffusive regime
in the presence of disorders [14–19]. Due to the quantum
interference, the sample to sample fluctuation of order e2/h

is a universal value which depends only on the dimensionality
and the symmetry of the system [20].

It is known that in mesoscopic systems or nanoscale systems
quantum effects dominate. Since the quantum transport is a
stochastic process in nature, the current can fluctuate even in
the clean mesoscopic system giving rise to shot noise at zero
temperature. In principle, the random process can be fully
understood by studying the corresponding distribution func-
tion [21]. If the distribution function of the physical quantity is
Gaussian, the average value and second cumulant are enough to
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describe the distribution. However, the distribution of electric
current (or conductance) is usually not Gaussian. Hence in
general, all cumulants of current (called full counting statistics,
or FCS) have to be included in order to fully characterize the
electronic quantum transport process.

When both disorders and quantum effects are present in
the system, disorder average as well as quantum average are
needed giving rise to a hierarchy of interesting quantities. For
instance, for the clean sample, we have conductance, shot
noise, third order cumulant, etc. In particular, the shot noise
is the second order cumulant due to the quantum fluctuation
[22]. For disorder samples, we can study disorder averaged
conductance, disordered average of shot noise, etc. Clearly
the next level in the hierarchy is the conductance fluctuation
which is the second cumulant due to the disorder fluctuation,
etc.

In order to perform disorder average on various transport
quantities, a large number of configurations are needed to
obtain accurate estimate. This is the so-called brute force
calculation which is very time consuming for large system
size. For nanoelectronic devices, the doping concentration p

is usually very small. If N0 is the total number of lattice site
in the system and p = 1/N0, then there is only one impurity
in the system. This would make the brute force calculation
impossible to perform if p < 1/N0 since the number of
impurities in the system is less than one. Due to these reasons,
approximated methods were used to perform analytic disorder
average. The coherent potential approximation (CPA) is one of
the successful examples which calculates the average of single
Green’s function [23–26].

To calculate transport properties such as average conduc-
tance, the method of diagrammatic perturbation expansion was
used. It turns out that to get disorder averaged nth order

2469-9950/2017/96(11)/115410(12) 115410-1 ©2017 American Physical Society

https://doi.org/10.1103/PhysRevB.96.115410


BIN FU, LEI ZHANG, YADONG WEI, AND JIAN WANG PHYSICAL REVIEW B 96, 115410 (2017)

cumulant of conductance using diagrammatic perturbation
expansion, one has to calculate disorder averaged 2n Green’s
function correlator. For example, since the functional depen-
dence of conductance on the Green’s function is quadratic, one
needs to calculate disorder averaged of two Green’s function
correlators to obtain the averaged conductance. For a similar
reason, four Green’s function correlators are needed for the
shot noise [7,27]. Various techniques have been developed to
calculate the 2n Green’s function correlator within CPA. For
instance, using the nonequilibrium vertex correction (NVC)
within CPA [28–31], the averaged conductance and transient
current [32] involving two Green’s function correlators were
studied. A theory of generalized nonequilibrium vertex correc-
tion (GNVC) within CPA was developed to study the disorder
averaged shot noise and transmission fluctuation [27,33].
Recently, disorder averaged third and fourth order moments
have also been investigated in Ref. [34] using diagrammatic
expansion. Since the method of diagrammatic expansion is
extremely complicated, it is clearly not practical to move along
this direction for studying high order cumulants in the presence
of disorders.

The full-counting statistics (FCS) is an elegant way to study
the current correlations and yields not only the shot noise but all
high order cumulants [35–37]. The key quantity in FCS is the
generating function, from which all cumulants can be obtained.
In this paper, we have developed a theoretical formalism to
calculate disorder averaged generating function within CPA
without using complicated diagrammatic technique. This is
done through dimension expansion which maps the nonlinear
functional dependence of generating function on Green’s
function into the linear dependence in higher dimensions. By
doing this, the diagrammatic perturbation method is completed
avoided since the average of a single Green’s function is
done through CPA. This formalism allows us to calculate
the averaged cumulant to any desired order efficiently. As
an illustration, we implement our theoretical formalism in the
tight binding model to calculate the disorder averaged high
order cumulants by considering Anderson and binary type
disorders. We have shown theoretically that for the average
conductance our formalism gives the same result as that
of CPA-NVC [28–31]. Our numerical results show that the
transmission fluctuation obtained from our theory is the same
as that from the GNVC method [27,33]. Finally for disorder
averaged high order cumulants, our results are very accurate
compared with the brute force calculation.

The paper is organized as follows. In Sec. II, we introduce
the theoretical formalism for calculating the generating func-
tion of FCS and hence high order cumulant of conductance of
a disordered system can be obtained. As an example, we apply
our method to the tight binding model on a square lattice and
show the numerical results in Sec. III. Finally, Sec. IV is our
discussion and conclusion part.

II. THEORETICAL FORMALISM

A. Coherent potential approximation

Before presenting our theory of FCS in the presence of
disorders, we will first briefly review the coherent poten-
tial approximation (CPA) approach [23–27,38]. Suppose the

FIG. 1. Schematic plot of a two terminal system having some
impurities (purple sites) in the central region. The left and right leads
extend to infinity.

Hamiltonian of the disordered system shown schematically in
Fig. 1 is given by

H = H0 + v + Hlead + HT , (1)

where H0 is the unperturbed Hamiltonian of the central region
and v = ∑

i |i〉vii〈i| describes the on-site random disorder
and i denotes the specific site in the central region, Hlead is the
Hamiltonian of the leads, and HT is the coupling between the
central region and leads.

The key idea of the CPA method is to replace the disorder
averaged Green’s function 〈Gr〉 by a renormalized Green’s
function Gr

e where the on-site potential matrix is shifted by
�E which is a diagonal matrix [39],

〈Gr〉 = Gr
e ≡ 1

(E − �E) − H0 − �r

= 1(
Gr

0

)−1 − �E
, (2)

where 〈〉 stands for disorder configuration average; �r is the
self energy of the leads; Gr

0 = [Ga
0]† = (E − H0 − �r )−1 is

the retarded Green function in the absence of disorders.
Instead of performing the time consuming brute force

calculation of 〈Gr〉, we wish to compute the renormalized
quantity �E from Eq. (2). Notice that the Hamiltonian of the
disordered system can be rewritten as

H = (H0 + Hlead + HT + �E) + (v − �E). (3)

By doing so, it is easy to obtain a Dyson equation for Gr [40],

Gr = Gr
e + Gr

eT
rGr

e, (4)

where T r is

T r = (v − �E) + (v − �E)Gr
e(v − �E) + · · ·

= (v − �E)
(
I + Gr

eT
r
)
. (5)

Taking the configuration average on Eq. (4), we have

〈Gr〉 = Gr
e + Gr

e〈T r〉Gr
e. (6)

Since 〈Gr〉 = Gr
e as defined in Eq. (2), we arrive at

〈T r〉 = 0, (7)
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which is regarded as the CPA condition. By taking the average
of Eq. (5), 〈T r〉 can be rewritten as [27]

〈T r〉 =
∑

i

〈t r,ii〉 +
∑

i

∑
j �=i

〈
t r,iiGr

et
r,jj
〉

+
∑

i

∑
j �=i

∑
k �=j

〈
t r,iiGr

et
r,jjGr

et
r,kk
〉

+
∑

i

∑
j �=i

∑
k �=j

∑
l �=k

〈
t r,iiGr

et
r,jjGr

et
r,kkGr

et
r,ll
〉+ · · ·

(8)

where t r,ii is defined as

t r,ii = (vii − �Eii)Qr,ii ,

Qr,ii = [
I − Gr,ii

e (vii − �Eii)
]−1

. (9)

Physically, scattering events between different sites are cou-
pled together as described by the second and high order terms
in Eq. (8). In general Eq. (7) and Eq. (8) can be used to calculate
�E. However, there are many quantities to calculate such as
〈t r,ii〉, the second order term 〈t r,iiGr

et
r,jj 〉 as well as higher

order terms. In order to decouple them and obtain a closed form
equation for �E, people usually use the so-called single-site
approximation (SSA). By taking SSA, Eq. (8) becomes

〈T r〉 =
∑

i

〈t r,ii〉 +
∑

i

∑
j �=i

〈t r,ii〉Gr
e〈t r,jj 〉 + · · · . (10)

Note that the first nonzero correlation in Eq. (8) comes from
the fourth order term (i = k,j = l). Thus the SSA is quite
accurate. Physically, the error occurs when multiple scattering
from the same site becomes important [40].

Therefore, it is easy to see that 〈T r〉 = 0 leads to 〈t r,ii〉 =
0 from SSA and CPA conditions. Finally, one can get the
renormalized on-site potential [40]

�Eii = 〈viiQr,ii〉
=
∫

dviiρ(vii)viiQr,ii , (11)

where ρ(vii) is the distribution function of disorders. Note that
Eq. (11) should be solved self-consistently since Qr,ii contains
�Eii . Once we obtain the renormalized on-site potential �Eii ,
the configurational average of retarded (advanced) Green
functions and other physical quantities related to retarded
(advanced) Green’s functions could be calculated.

B. Full counting statistics of disordered system

The most important quantity in FCS is the generating
function, from which various cumulants can be calculated. The
steady state current generating function ZV can be expressed
as [41]

ln ZV (λ)=
∫

dE

2π
Tr ln{I+T̂ (E)[(eiλ − 1)(1−fR(E))fL(E)

+ (e−iλ − 1)(1 − fL(E))fR(E)]}, (12)

where T̂ (E) = Gr�RGa�L is the transmission matrix; ln ZV

is the cumulant generating function (CGF) for the current that
depends on the applied voltage; �α and fα(E) are line width

function and the Fermi distribution function of the αth lead,
respectively.

By expanding the Fermi function in terms of bias voltage at
zero temperature, one can easily find the CGF for conductance
(or transmission coefficient),

ln Z(λ) = Tr ln[I + T̂ (E)(eiλ − 1)]. (13)

This CGF can be used to calculate the transmission coefficient
and its corresponding high order cumulants for clean samples
by taking derivatives of ln Z(λ) with respect to iλ.

Our aim is to calculate the disorder averaged high order
cumulant of transmission coefficient using the FCS method.
For this purpose, we rewrite the CGF of Eq. (13) as

ln Z(λ) = ln Det(I + GA), (14)

where A and Green’s function G are defined as

A = A0ζ, (15)

A0 =
(

0 −�R

�L 0

)
, (16)

G =
(

Gr 0
0 Ga

)
, (17)

with ζ =
√

(eiλ − 1). It is easy to see that Eqs. (14) and
(13) are the same. We see from Eq. (14) that the functional
dependence of cumulant generating function on Green’s
function is nonlinear. However, as will be clear later, defining
Green’s function G in higher dimensions is crucial to make the
linear functional dependence of CGF on the Green’s function
[see Eq. (20)].

It is easy to verify that the derivatives of ln Z in Eq. (14)
correspond to different orders of cumulant Cn = ∂n ln Z

∂(iλ)n |λ=0.
For example, the first three order cumulants are

C1 = T = Tr(T̂ ),

C2 = Tr(T̂ − T̂ 2), (18)

C3 = Tr(2T̂ 3 − 3T̂ 2 + T̂ ).

Here the first order cumulant is just a transmission coefficient
which contains two Green’s functions whose random average
can be done using CPA-NVC, a diagrammatic perturbation
expansion method. The second order cumulant is the shot noise
and the third order cumulant is the skewness which provides
the information on asymmetry of the transmission distribution
about its mean value.

In the following, we will show that the generating function
ln Z(λ) in Eq. (14) is easily coupled with the CPA method
to calculate disorder averaged transmission coefficient and
its high order cumulants. Note that the CGF ln Z(λ) can be
expressed as

ln Z(λ) = Tr ln(I + GA) = Tr

(∫ 1

0

dx

G−1 + Ax
A

)
. (19)

Introducing a generalized Green’s function G(x) =
(G−1 + Ax)

−1
, the CGF finally becomes

ln Z(λ) = Tr

(∫ 1

0
dxG(x)A

)
. (20)
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Note that G(x) is neither retarded nor advanced. It is designed
as the ideal form to perform the disorder average using CPA.
From Eq. (20) we see that we have mapped the original
problem of nonlinear functional dependence of CGF on
Green’s function into a linear dependent problem in high
dimensional space, allowing us to facilitate the random average
just using CPA. Clearly the configuration averaged cumulants
can be obtained from

〈Cn〉 = ∂n〈ln Z〉
∂(iλ)n

∣∣∣∣
λ=0

. (21)

Since A is independent of disorder configuration, the
averaged CGF 〈ln Z〉 is expressed as

〈ln Z〉 = Tr

(∫ 1

0
dx〈G(x)〉A

)
, (22)

where the averaged Green’s function 〈G(x)〉 can be calculated
through CPA approach discussed in the last section. We have

〈G(x)〉 = (
G−1

0 + Ax − �E
)−1

, (23)

where G0 and �E are defined as

G0 =
(

Gr
0 0

0 Ga
0

)
, (24)

�E =
(

�E11 �E12

�E21 �E22

)
. (25)

Here �Eαβ is the sub-block matrix of �E which is diagonal.
Comparing with the traditional renormalized on-site potential
�Eii , the on-site potential for CGF �E ii is given by

�E ii =
(

�E ii
11 �E ii

12

�E ii
21 �E ii

22

)
. (26)

Similar to Eq. (11), we find that the renormalized on-site
potential �E satisfies the following equation

�E ii =
∫

dviiρ(vii)vii[I − 〈G(x)〉ii(viiI − �E ii)]−1.

(27)

To summarize, we first solve �E from Eq. (27) which
depends on ζ (or λ) through matrix A defined in Eq. (15).
Secondly, the averaged CGF can be obtained by calculating
〈G(x)〉 from Eqs. (22) and (23). Finally, we calculate the
disorder averaged cumulants 〈Cn〉 to any desired order by
taking the derivative of CGF with respect to iλ.

From Eqs. (23) and (27), we see that �E depends only on
ζx instead of ζ (or λ) and x separately, i.e.,

�E = �E(ζx). (28)

Similarly we have G = G(ζx) as well. Using this fact, we can
further re-express Eq. (22) as

〈ln Z(λ)〉 = Tr

(∫ ζ (λ)

0
dx〈G(x)〉A0

)
. (29)

Thus the disorder averaged cumulants 〈Cn〉 can be calculated
by taking (n − 1)th order numerical derivative of

∂〈ln Z〉
∂iλ

= 1

2

eiλ

√
eiλ − 1

Tr(〈G(ζ )〉A0) (30)

with respective to iλ and then set λ to zero. Hence the
integral of x in Eq. (22) is avoided during the numerical
calculation. The advantage of using Eq. (30) to study FCS
in disordered systems is that the calculation is straightforward
and easy to implement. However, to calculate the cumulants
〈Cn〉, one needs to perform numerical derivative using finite
difference method. Our results show that we have to converge
the calculation of �E to a very high precision in order to obtain
accurate value of cumulants 〈Cn〉 for large n. For instance, in
order to calculate the fifth order cumulant with three significant
figures we have to converge �E at precision 10−10 and it costs
several tens of steps to converge at this precision. This can
be time consuming. In the subsection D below, we will use a
straightforward expansion method to avoid taking numerical
derivatives which makes the calculation much more efficient.

In general, the above theoretical formalism can be easily
implemented and applied to study the Anderson disorder or
binary type of disorders. The numerical results calculated
using this formalism, termed as FCS-CPA, will be presented in
Sec. III. Numerically, the first order cumulant shows excellent
agreement with the results obtained using traditional CPA plus
nonequilibrium vertex correction (NVC) method [7] while our
second order cumulant is numerically the same as that obtained
from the GNVC method [27]. In fact, we can show analytically
that the FCS-CPA method up to the first order in the counting
field λ is the same as that of the CPA-NVC method.

C. Example: First order cumulant

In this subsection, we will illustrate how to calculate the
first cumulant of FCS-CPA and therefore establish equivalence
between our method and the CPA-NVC. Since we will
calculate the first order cumulant, it is natural to expand 〈G(x)〉
in terms of λ. First, we have eiλ − 1 ≈ iλ in Eq. (15) and define
a new parameter δ = √

iλ. The renormalized on-site potential
can be expressed as

�E = �E0 + �E1xδ, (31)

where the subscript of �E denotes the expansion order of δ.
Up to this order, the averaged Green’s function 〈G〉 [Eq. (23)])
is written as

〈G(x)〉 = (
G−1

e + (A0 − �E1)xδ
)−1

, (32)

where we have introduced the generalized CPA Green’s
function G−1

e = G−1
0 − �E0. Expanding Eq. (32) up to the

first order in δ, we arrive at

〈G(x)〉 = Ge − Ge(A0 − �E1)Gexδ. (33)

From the CPA equation in Eq. (27), we have

〈(viiI − �E ii)[I − 〈G(x)〉ii(viiI − �E ii)]−1〉 = 0. (34)

The explicit equations determining �E0 and �E1 can be
obtained as follows.

Plugging Eqs. (31) and (33) into Eq. (34), we find

0 = 〈T ii〉 − �E ii
1 〈Qii〉xδ − 〈

T iiGii
e �E ii

1 Qii
〉
xδ

−〈T ii[Ge(A0 − �E1)Ge]iiT ii〉xδ, (35)

where we have defined

T ii = (
viiI − �E ii

0

)
Qii , (36)
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and

Qii = [
I − Gii

e

(
viiI − �E ii

0

)]−1
. (37)

Note that the following relation holds

Qii − Gii
e T ii = I. (38)

Setting the zeroth order term of xδ in Eq. (35) to zero, i.e.,
〈T ii〉 = 0, we have

�E ii
0 = 〈viiQii〉, (39)

where we have used the following relation [38,40]

〈Qii〉 = I. (40)

Note that Eq. (39) is exactly the CPA equation for Ge similar to
Eq. (11). Since the Green’s function G0 is the block diagonal
matrix and we only consider on-site disorders, both �E ii

0 and
Qii should be two by two diagonal matrices. This shows
that Eq. (39) can be further expressed by the following two
equations

�E ii
0,11 = 〈

vii
[
I − Gr,ii

e

(
viiI − �E ii

0,11

)]−1〉
,

�E ii
0,22 = 〈

vii
[
I − Ga,ii

e

(
viiI − �E ii

0,22

)]−1〉
. (41)

From Eq. (41), we immediately see that �E ii
0,11 is exactly �Eii ,

i.e., the solution of the traditional CPA equation [Eq. (11)].
Furthermore �E ii

0,22 is its complex conjugate. As a result, it is
enough to solve the traditional CPA and then construct the two
by two matrix �E ii

0 .
For the first order term of Eq. (35) of xδ, we have

−�E ii
1 = 〈

T iiGii
e �E ii

1 Qii
〉+ 〈T ii[Ge(A0 − �E1)Ge]iiT ii〉.

(42)

We can further expand the second term on the right hand side
of Eq. (42) to have

−�E ii
1 = 〈T ii[GeA0Ge]iiT ii〉 −

∑
k �=i

〈
T iiGik

e �Ekk
1 Gki

e T ii
〉

− 〈T iiGii
e �E ii

1 Gii
e T ii

〉+ 〈
T iiGii

e �E ii
1 Qii

〉
. (43)

Using Eq. (38) and 〈T ii〉 = 0, the last two terms of Eq. (43)
cancel each other and we finally arrive at

�E ii
1 = −〈T ii[GeA0Ge]iiT ii〉 +

∑
k �=i

〈
T iiGik

e �E ik
1 Gki

e T ii
〉
.

(44)

It is worth mentioning that Ge is a diagonal block matrix while
A0 is an antidiagonal block matrix, so that [GeA0Ge]ii is a two
by two antidiagonal matrix. This indicates that the solution
�E ii

1 of Eq. (44) is also an antidiagonal matrix, i.e.,

�E ii
1 =

(
0 �E ii

1,12

�E ii
1,21 0

)
. (45)

Therefore Eq. (44) is equivalent to the following two equations

�E ii
1,12 = 〈

t r,ii
[
Gr

e�RGa
e

]ii
t a,ii

〉
+
∑
k �=i

〈
t r,iiGr,ik

e �Ekk
1,12G

a,ki
e ta,ii

〉

�E ii
1,21 = −〈t r,ii[Ga

e�LGr
e

]ii
t a,ii

〉
+
∑
k �=i

〈
t r,iiGa,ik

e �Ekk
1,21G

r,ki
e ta,ii

〉
, (46)

where t r,ii is defined in Eq. (9) and ta,ii is its complex
conjugate. Actually Eqs. (46) are two NVC equations to
calculate vertex correction 
NV C for the disorder average
of 〈Gr�RGa〉 and 〈Ga�LGr〉, respectively [27]. Note that
Eqs. (46) can be solved by solving linear equations.

After solving Eqs. (41) and (46), we can now calculate
〈ln Z〉 and hence the first order averaged cumulant. From
Eq. (22), we have

〈ln Z〉 = iλTr

[∫ 1

0
dx(Ge − Ge(A0 − �E1)Ge)A0x

]

= − iλ

2
Tr[Ge(A0 − �E1)GeA0], (47)

where we have used the fact Tr[G0A0] = 0. The corresponding
first order cumulant is equal to

∂〈ln Z〉
∂iλ

∣∣∣∣
λ=0

= 1

2
Tr
[
Gr

e�RGa
e�L + Ga

e�LGr
e�R

+Gr
e�E1,12G

a
e�L − Ga

e�E1,21G
r
e�R

]
. (48)

The same expression was obtained from CPA-NVC [7]. Hence
we have proven that the first order cumulant calculated by
FCS-CPA is equal to that of the traditional CPA-NVC method.
Note that the first two terms in the right hand side of Eq. (48)
describe the specular transport of electrons. While the third
and fourth terms are the diffusive scattering part, these two
terms describe the effect that the transverse momentum of
electron is not conserved when it travels through the disordered
region [28].

D. General cumulant expansion

In this section, we will present the general equation for
calculating the renormalized on-site potential �Ej up to the
j th order. Since the derivation is quite straightforward but
tedious, we only show the final results here, and the details of
derivation will be given in Appendix 1.

Because of Eq. (28) we expand �E in terms of ζ as
�E = �E0 + �E1xζ + · · · + �Ej (xζ )j . Substituting it into
Eq. (34) and expanding further, a general equation determining
j th order renormalized on-site potential �E ii

j with j > 1 is
obtained by collecting the coefficient of ζ j for different j in
Eq. (34) (see Appendix 1 for details)

�E ii
j =

∑
k �=i

〈
T iiGik

e �Ekk
j Gki

e T ii
〉+ U ii

j , (49)

and U ii
j is given by

U ii
j =−〈T ii[Nj−1A0Ge]iiT ii〉+

〈
T ii

j−1∑
m=1

[Nm�Ej−mGe]iiT ii

〉

−
〈
T ii

j−1∑
m=1

[Nm�Ej−m]iiQii

〉
−
〈
T ii

j−1∑
m=1

Hii
j−mKii

m

〉
,

(50)
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where the quantity Nj is defined as N0 = Ge, N1 = Ge(�E1 −
A0)Ge and for j > 1,

Nj =
j−1∑
m=0

Nm�Ej−mGe − Nj−1A0Ge. (51)

The quantity Hii
j (for j > 0) is defined as

Hii
j =

j−1∑
m=0

[
Nii

m�E ii
j−m

]− Nii
j �Ē ii

0 , (52)

where �Ē ii
0 = (viiI − �E ii

0 ). The quantity Kii
j (for j > 0) is

Kii
j = −QiiH ii

j Qii − Qii

j−1∑
m=1

Hii
j−mKii

m. (53)

We can also show that each matrix element of �E ii
j in Eq. (49)

can be rewritten as a linear equation, which reads

�E ii
j,αβ = −

∑
k �=i

Rik
αβ�Ekk

j,αβ + U ii
j,αβ, (54)

where α,β = 1,2 denotes the matrix elements of �E ii
j , Rik ,

and U ii
j . The matrix elements Rik

αβ are defined as

Rik
αβ =

⎧⎪⎨
⎪⎩

−(Gr,ik
e

)2〈t r,ii t r,ii〉, α = β = 1

−(Ga,ik
e

)2〈ta,ii ta,ii〉, α = β = 2
−Gr,ik

e Ga,ik
e 〈t r,ii t a,ii〉, otherwise .

(55)

Here we have used the property that Gr
e (Ga

e ) is a symmetric
matrix. Furthermore, Eq. (54) can be written as several matrix
equations. For example, if we consider a system with n site,
the equation to determine �E ii

j,αβ with i = 1,2, . . . n can be
written as⎛

⎜⎜⎜⎜⎝
�E11

j,αβ

�E22
j,αβ

...
�Enn

j,αβ

⎞
⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎝

1 R12
αβ · · · R1n

αβ

R21
αβ 1 · · · R2n

αβ

...
...

. . .
...

Rn1
αβ Rn2

αβ · · · 1

⎞
⎟⎟⎟⎟⎠

−1

×

⎛
⎜⎜⎜⎝
U11

j,αβ

U22
j,αβ

...
Unn

j,αβ

⎞
⎟⎟⎟⎠.

(56)

To summarize, the renormalized on-site potentials �Ej

up to j th order can be easily obtained by solving the linear
equation Eq. (56). To do so, we need to construct the matrix
Rαβ and column vectors Uj,αβ for different j . Notice that
Rαβ does not depend on the index j , which can be calculated
once for all. During the calculation of Uj,αβ in Eq. (50), we
have to find all the matrices Nm in Eq. (51) and two site
dependent column vectors Hm and Km in Eqs. (52) and (53)
for m < j . Here we wish to mention that the calculation of the
matrix Nm is the most time consuming part since it involves
the dense matrix multiplication, while the computations of
Hm and Km are quite fast. The computational complexity for

calculating j th order cumulant amounts to j (j + 1)/2 matrix
multiplications of order n.

Once we get �Ej , the next step is to calculate the disorder
averaged CGF 〈ln Z〉 and hence the cumulant 〈Cn〉 based on
them. In the next subsection, a general formula to calculate
both of them will be given.

E. General expression for CGF

Following the definitions in the last section, we can rewrite
Eq. (22) as (see Appendix 2 for details)

〈ln Z〉 =
∞∑

m=0

(eiλ − 1)m+1

2m + 2
Tr[N2m+1A0]. (57)

Expanding (eiλ − 1)m+1 up to the nth order and using the
binomial theorem, the nth order disorder averaged cumulant
can be expressed as

〈Cn〉 = ∂n〈ln Z〉
(∂iλ)n

∣∣∣∣
λ=0

=
n−1∑
m=0

βm

2m + 2
Tr[N2m+1A0], (58)

where

βm =
m+1∑
r=0

Cr
m+1(m + 1 − r)n(−1)r . (59)

For instance, the first order cumulant is

〈C1〉 = ∂〈ln Z〉
∂iλ

∣∣∣∣
λ=0

= 1

2
Tr[N1A0], (60)

the second order cumulant (shot noise) is

〈C2〉 = ∂2〈ln Z〉
(∂iλ)2

∣∣∣∣
λ=0

= 1

2
Tr[N1A0 + N3A0], (61)

and the third order cumulant (skewness) is

∂3〈ln Z〉
(∂iλ)3

∣∣∣∣
λ=0

= Tr

[
1

2
N1A0 + 3

2
N3A0 + N5A0

]
. (62)

It is worth mentioning that in order to calculate the nth order
averaged cumulant, we need to calculate �Ej up to j = (2n −
1)th order.

F. Transmission fluctuation

In mesoscopic physics, people also use conductance (trans-
mission) fluctuation to characterize the stochastic property of
disordered systems, which is defined as δT =

√
〈T 2〉 − 〈T 〉2.

Note that 〈T 2〉 is defined as 〈[Tr(T̂ )]2〉 which is not the
second order cumulant 〈Tr[T̂ 2]〉 that we have discussed in
the previous section. In the following, we will provide two
different formulas to calculate 〈T 2〉 using FCS-CPA approach.
The first one can be expressed using Eq. (14)

ln Z(λ1,λ2) =
∑
nm

ln Det

[
I +

(
Gr 0
0 Ga

)

×
(

0 −Xnm(eiλ1 − 1) − X
†
nm(eiλ2 − 1)

�L 0

)]

=
∑
nm

ln Det(I + Gr [Xnm(eiλ1 − 1)

+X†
nm(eiλ2 − 1)]Ga�L), (63)
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where the X
†
nm can be calculated from Xnm = |Wn〉〈Wm|

and �R = ∑
n |Wn〉〈Wn| [7,42]. It is easy to show that (see

Appendix 3 for details)

∂2〈ln Z〉
∂iλ2∂iλ1

∣∣∣∣
λ1=0,λ2=0

= −〈T 2〉 (64)

which is

〈T 2〉 =
∑
nm

〈Tr[Gr�LGaXnmGr�LGaX†
nm]〉. (65)

Note that Eq. (64) is the second order moment not the second
order cumulant because of the presence of two counting fields.
In this method, we have to sum up different channel numbers
n and m and take partial derivatives with respect to λ1 and λ2.

In the following, we will present another generating
function to calculate 〈T 2〉 that uses only one counting field.
Note that the following identity holds,

YXnmY = YXnmY (I + Xnm)(I + Xnm)−1

= [Y (I + Xnm)Y (I + Xnm)

−YIY (I + Xnm)](I + Xnm)−1

= (T1nm − T2nm)(I + Xnm)−1, (66)

where Y = Gr�LGa , T1nm = Y (I + Xnm)Y (I + Xnm), and
T2nm = YIY (I + Xnm). This means that

〈T 2〉 =
∑
nm

Tr[(〈T1nm〉 − 〈T2nm〉)(I + Xnm)−1X†
nm]. (67)

Now we can use two generating functions to calculate the
T1nm and T2nm, separately. For the first term T1nm, we use the
following generating function defined as

ln Z1(λ) = ln

[
I + G

(
0 −�L

(I + Xnm) 0

)
ζ

]

= ln(I + Gr�LGa(I + Xnm)(eiλ − 1)). (68)

Note that we can calculate the disorder averaged cumulant
corresponding to this generating function by using the previous
formalism presented in subsections C and D. By taking
derivative with respective to iλ, it is easy to see that
the disorder averaged first order cumulant is 〈Gr�LGa(I +
Xnm)〉 while the second order cumulant is 〈−Gr�LGa(I +
Xnm)Gr�LGa(I + Xnm) + Gr�LGa(I + Xnm)〉. So T1nm can
be obtained by subtracting the second order cumulant from the
first order cumulant.

To calculate the second term T2nm, we introduce another
generating function

ln Z2(λ) = ln

[
I + G

(
0 −�L

I 0

)
ζ

]

= ln(I + Gr�LGaI (eiλ − 1)). (69)

By calculating the disorder averaged second order cumulant
with respect to ln Z2, we can get 〈Gr�LGaIGr�LGaI 〉, from
which T2nm can be obtained by multiplying (I + Xnm). Finally,
the transmission fluctuation can be calculated using Eq. (67).

III. NUMERICAL RESULTS

As an application, we have implemented the FCS-CPA
formalism in the tight-binding model on the square lattice.
As discussed in the section of theoretical formalism, there are
two approaches to calculate the renormalized potential �E
and hence the disorder averaged cumulants using FCS-CPA.
The first one is to calculate �E by solving the CPA equation,
Eq. (27), self-consistently for a given λ and then use Eq. (30)
to calculate cumulants which will be referred as FCS-CPA-I.
The second one is to calculate �E order by order in ζ from
Eq. (56), which will be denoted as FCS-CPA-II.

In principle, it is straightforward to generalize our formal-
ism within the framework of tight-binding (TB) linear muffin-
tin orbital (LMTO) to simulate quantum transport properties of
nanodevices with disorder from atomic first principles. Firstly,
the charge density of disordered system can be calculated self-
consistently by using DFT within the Keldysh nonequilibrium
Green’s function (NEGF) formalism [28,29]. Secondly, the
CPA Green’s function can be calculated when self-consistency
is achieved. Finally, the disorder averaged high order cumulant
of conductance in nanodevices can be calculated by using the
FCS-CPA approach.

In this section, we shall present our numerical results for
the disorder averaged cumulants and transmission fluctuation
by considering two types of disorder present in the system,
i.e., Anderson and binary disorder. In the tight-binding model,
the hopping energy between the nearest lattice sites is set to t

and the on-site energy is 4t .

A. Anderson type of disorder

In this subsection, we will show the numerical results for the
Anderson disorder within a wide range of disorder strengths
W (from 0.1t to 5t). Note that as the disorder is turned on
the clean system will be driven into the diffusive regime and
finally approaches the localized regime for the large disorder
strength. People usually concentrate on the quantum transport
properties in the diffusive regime since universal behavior may
exist in this regime. For the Anderson type of disorder, the
disorder distribution function is given by

ρ(vii) =
{

1/W, −W/2 � vii � W/2
0, otherwise

. (70)

In the numerical simulation, the incoming electron energy is set
to be Ef = 2.97t corresponding to 20 transmission channels.

As mentioned in the section of theoretical formalism, we
have proposed two theoretical formalisms FCS-CPA-I and
FCS-CPA-II. They should give the same results as that ob-
tained by the traditional CPA-NVC method when calculating
the disorder averaged transmission. These are useful checks to
test our numerical code. In Fig. 2(a), the disorder averaged
transmission versus the disorder strength W is presented.
The following observations are in order: (1) The numerical
results obtained by FCS-CPA-I, FCS-CPA-II, and traditional
CPA-NVC are the same (the blue dash-dot line, orange dashed
line, and yellow dot line coincide). (2) For the brute force (BF)
calculation, we have calculated ten thousand configurations for
the averaged transmission coefficient and a hundred thousand
configurations for averaged transmission fluctuation, and the
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FIG. 2. Disorder averaged transmission 〈T 〉 (a) and transmission
fluctuation δT (b) versus the disorder strength W in 30 × 30 square
lattice system, respectively. Ten and hundred thousand configurations
are calculated and averaged in the brute force calculation for (a)
and (b), respectively. In (a), three curves obtained from FCS-CPA-I,
FCS-CPA-II, and CAP-NVC are on top of each other.

detailed parameter settings of the brute force calculation in
Fig. 2(a) have been listed in Appendix 4. Comparing with
the BF calculation, the agreement is remarkably well for
the averaged transmission coefficient. However, we do see a
general trend that a larger disorder causes a larger deviation due
to the nature of the CPA approximation which only considers
the single site scattering event. The multiscattering is expected
to play an important role when disorder strength is large.
(3) In general, FCS-CPA formalism overestimates averaged
transmission coefficient for large disorder strength. (4) In
addition, we also plot the results of transmission by using
CPA without NVC correction. This indicates that the NVC
part plays an important role in calculating disorder averaged
transmission [29].

Figure 3 presents the disorder averaged cumulants from
second to fifth order. The numerical results obtained by
FCS-CPA-I and FCS-CPA-II methods are exactly the same.
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FIG. 3. Panels (a)–(d): Disorder averaged cumulants 〈Cn〉 when
n is from 2 to 5 in a 30 × 30 square lattice system.
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FIG. 4. Panels (a),(b): The averaged cumulants 〈C2〉 and 〈C3〉 up
to �Ej where j is smaller than 6.

Comparing the numerical results with the brute force calcu-
lation, the results from FCS-CPA methods are surprisingly
accurate in the whole range of disorder strength. We see that
the third to fifth order cumulant change sign when disorder
strength W is between 0.1t and 2.5t while the second order
cumulant is always positive. Moreover, all averaged cumulants
go to zero when disorder strength becomes large enough as the
system eventually enters into the localized regime.

As we have discussed in the last section, in order to calculate
the nth order cumulant 〈Cn〉, one needs to calculate �Ej

up to j = 2n − 1 terms in the FCS-CPA-II approach. To
examine their contributions to the final disordered averaged
cumulant, we take 〈C2〉 and 〈C3〉 as examples including
contributions up to �Ej for j < 6. The numerical results are
shown in Fig. 4. We see that the contributions of �Ej did
not decrease when j is increasing. This indicates that the
contributions coming from different order �Ej are equally
important. Therefore, one has to calculate all the required terms
in order to get the correct 〈Cn〉. Physically, the interchannel
scattering effects are included in high order �Ej . By including
the high order contributions from �Ej , the disorder averaged
cumulant gradually converge to the correct values. Moreover,
we see that the contribution of specific �Ej can be either
positive or negative versus the disorder strength. For example,
if we consider 〈C2〉 when W is between 0.1t and 1t in Fig. 4(a),
the value is decreased when the contribution �E1 is considered
and it will increase again when �E2 is included.

As discussed above, we know that the disorder averaged
high order cumulants calculated by using FCS-CPA formalism
are accurate enough when the system is driven into the
diffusive regime. Therefore, it would be interesting to compare
the numerical results by using the FCS-CPA method with
theoretical values in a quasi-one-dimensional system [43]. For
this purpose, we numerically calculate the disorder averaged
cumulant for the system with fixed width as 30 lattice
constants and different lengths L. As shown in Fig. 5, we
plot the normalized disorder averaged high order cumulants
(〈Cn〉/〈C1〉,n = 2,3,4,5) versus the number of disordered
layers L. With increasing of the number of disordered
layers, the normalized disorder averaged high order cumulants
approach the theoretical values [43]. This also confirms the
accuracy of FCS-CPA formalism.
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FIG. 5. Panels (a)–(d): Normalized disorder averaged high order
cumulants (〈Cn〉/〈C1〉,n = 2,3,4,5) versus the number of disordered
layers L in diffusive regime when W = 1.5t . Here the width of square
lattice is fixed as 30.

Now we examine the transmission fluctuation δT using
FCS-CPA which is shown in Fig. 2(b). Comparing with BF
results, the FCS-CPA can give a very accurate result when W
is between 0.1t and 1.5t . Further increasing disorder strength,
the deviation becomes large. In addition, FCS-CPA under-
estimates the transmission fluctuation for large disorders. It is
known that in the diffusive regime, the transmission fluctuation
shows universal value (universal conductance fluctuation or
UCF) [14–16]. It is known that the fluctuation plateau [near
W = 1.5t , Fig. 2(b)] is a good estimate for UCF [19]. For
a 30 × 30 lattice with 20 transmission channels, Fig. 2(b)
estimates universal conductance (transmission) fluctuation is
around 0.46 for a single spin channel which is close to
the theoretical value of 0.43 for large enough transmission
channels [19,20]. The fact that FCS-CPA agrees well with
the BF fluctuation plateau region suggests that UCF can be
accurately calculated using the FCS-CPA approach.

Comparing Fig. 2(b) with Fig. 3(a), we see that the
performance of FCS-CPA for the shot noise is much better than
that for the transmission fluctuation at large W . According to
the definition of transmission fluctuation δT =

√
〈T 2〉 − 〈T 〉2,

we have to calculate 〈T 2〉 = 〈[Tr(T̂ )]2〉. In eigenchannel space,
the transmission matrix T̂ is a diagonal matrix with eigenvalue
tn which gives 〈Tr(T̂ 2)〉 = 〈∑nt

2
n〉 for the shot noise and

〈T 2〉 = ∑
nm tntm. The cross correlation between different

transmission eigenchannels 〈∑n�=mtntm〉 is included during the
calculation of 〈T 2〉 which is absent in shot noise calculation.
This indicates that the performance of FCS-CPA on the
averaged cross correlation between different transmission
channels is poor. Furthermore, it is worth mentioning that the
transmission distribution function P (T ) is difficult to be cal-
culated by using FCS-CPA formalism, which is characterized
by the transmission fluctuation, skewness, kurtosis, etc., since
the cumulants defined in FCS-CPA formalism are directly
expressed as the different order of transmission operator [see
Eq. (18)] instead of transmission coefficient T . Therefore,
the cumulant is in the quantum average manner. In general,
it is hard to establish their direct relation just like the second
cumulant C2 and transmission fluctuation δT discussed above.

E (t)
-4 -3 -2 -1 0 1 2 3 4

δ 
T

0

0.05

0.1

0.15

0.2

0.25

0.3
FCS-CPA
GNVC

FIG. 6. The transmission fluctuations with disorder concentration
p = 0.1 in the 3 × 3 square lattice system when W = 0.5t . Two
curves coincide with each other.

B. Binary disordered system

In this subsection, we will present the application of the
FCS-CPA formalism to calculate the binary disordered system.
For the binary alloy system, the distribution function has the
following form

ρ(vii) = pδ(vii − W) + (1 − p)δ(vii − 0), (71)

where 0 � p � 1 is the doping concentration, and W is the
energy difference between the dopant and the original host
atom. In the numerical simulation, we consider the binary
alloy system with p = 0.1,0.3,0.5 and the energy difference
W from 0.1t to 5t . The incoming electron energy is set as
Ef = 2.97t .

As a further test of our formalism, we compare our
numerical calculation results with the previous calculation
based on GNVC method in Ref. [27] where the transmission
fluctuation was calculated on the 3 × 3 square lattice. From
Fig. 6, we see clearly that our results are exactly the same as
theirs.

In Fig. 7, we present FCS-CPA results comparing with the
brute force results for disorder averaged cumulants up to the
fourth order. We have several observations: (1) The disorder
averaged cumulants obtained by FCS-CPA and the brute force
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FIG. 7. Panels (a)–(d): Disorder averaged cumulants up to the
fourth order in 30 × 30 square lattice system when the doping
concentration p = 0.1,0.3,0.5.
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FIG. 8. Panels (a)–(d): Disorder averaged cumulants up to fourth
order in 30 × 30 square lattice system when the electron injecting
energy Ef is changed.

method at low doping concentrations agree better than that for
high doping concentrations, which is reasonable, since for the
low doping concentration there are less scattering events and
hence multiple scattering events are not important. (2) The
first order averaged cumulant 〈C1〉 decreases monotonically
with energy difference W while high order averaged cumulants
〈Cj 〉 show similar behavior as that of Anderson disorders for all
doping concentrations. (3) The larger the doping concentration
p, the closer averaged cumulant 〈Cn〉 is to zero for large W.

Finally, we compare the averaged cumulant 〈Cn〉 by varying
the electron incoming energy Ef . For different Ef ranging
from 1.4t to 2.97t , the number of transmission channels
changes from 12 to 20. From Fig. 8, we see that 〈C1〉 and
〈C2〉 increase monotonically with respect to the increase of
incoming energy. Moreover, 〈C3〉 and 〈C4〉 show crossover
behaviors as E changes when W is from 0.1t to 2t .

IV. SUMMARY

Based on the nonequilibrium Green’s function, we have
developed a theoretical formalism to calculate the disorder
averaged cumulants of conductance using FCS framework
within the coherent potential approximation. Specifically, we
have mapped the problem of nonlinear functional dependence
of CGF on Green’s function into a linear dependent problem in
high dimensional space so that the random average of CGF can
be done using CPA only. We have proven analytically that for
averaged transmission coefficient the FCS-CPA formalism is
the same as the traditional CPA-NVC method. We have shown
numerically that the conductance fluctuation obtained by the
FCS-CPA method is the same as that obtained from GNVC
method. In addition, the FCS-CPA formalism allows us to
calculate the disorder averaged cumulants to any desired order.
Furthermore we have given a general formula to calculate
the renormalized potentials by solving linear equations which
enables us to calculate averaged cumulants efficiently. Without
loss of generality, we have implemented our theoretical
formalism to the tight binding model on a square lattice
to calculate the disorder averaged high order cumulants by

considering two types of disorder. From numerical results, we
found that our formalism can give out the very accurate results
comparing with the brute force calculation.
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APPENDIX

1. Derivation of Eq. (49)

To obtain the explicit equation for �Ej , we start from
expanding 〈G(x)〉 in terms of xζ in Eq. (23)

〈G(x)〉 = 1

G−1
e + A0xζ −∑∞

j=1 �Ej (xζ )j

= 1

I + Ge

(
A0xζ −∑∞

j=1 �Ej (xζ )j
)Ge

= N0 +
∞∑

j=1

Nj (xζ )j , (A1)

where we have introduced the quantity N0 = Ge. From
Eq. (A1), we have

I =
⎡
⎣I+

∞∑
j=1

NjG−1
e (xζ )j

⎤
⎦
⎡
⎣I+Ge

⎛
⎝A0xζ−

∞∑
j=1

�Ej (xζ )j

⎞
⎠
⎤
⎦.

(A2)

Further expanding Eq. (A2), we arrive at

0 =
∞∑

n=1

(
NnG−1

e − Ge�En

)
(xζ )n + GeA0xζ

−
∞∑

n=2

n−1∑
j=1

Nj�En−j (xζ )n +
∞∑

n=2

Nn−1A0(xζ )n. (A3)

Since the coefficient for each order of ζ should be zero, we
obtain a recursive relation for Nj (for j > 1)

Nj =
j−1∑
m=0

Nm�Ej−mGe − Nj−1A0Ge, (A4)

and N1 = Ge(�E1 − A0)Ge.
Furthermore, we have

〈G(x)〉(V −�E) =
∞∑

j=0

[
Nj�Ē0−

j−1∑
m=0

Nm�Ej−m

]
(xζ )j ,

(A5)

where V is a diagonal matrix with V ii = viiI2×2 and �Ē0 =
(V − �E0). Then, I − 〈G(x)〉(V − �E) in Eq. (34) can be
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expressed as

I − 〈G(x)〉(v − �E) = Q−1 +
∞∑

j=1

Hj (xζ )j , (A6)

where we have introduced Q and Hj , which are defined as

Q−1 = I − N0�Ē0 = I − Ge(V − �E0), (A7)

Hj =
j−1∑
m=0

[Nm�Ej−m] − [Nj�Ē0]. (A8)

For the specific lattice site i, we have[
1

I − 〈G(x)〉(v − �E)

]ii

= 1

[Qii]−1 +∑∞
j=1 Hii

j (xζ )j

= 1

I + Qii
∑∞

j=1 Hii
j (xζ )j

Qii

= Qii +
∞∑

j=1

Kii
j (xζ )j , (A9)

where we defined another auxiliary quantity Kii
0 = Qii and

Kii
j (for j > 0)

Kii
j = −QiiH ii

j Qii − Qii

j−1∑
m=1

Hii
j−mKii

m. (A10)

Actually, disorder averaged 〈Kii
j 〉 (for j > 0) is zero. This can

be seen by computing the disorder average of Eq. (A9),〈[
1

I − 〈G(x)〉(V − �E)

]ii〉
= 〈Qii〉 +

∞∑
j=1

〈
Kii

j

〉
(xζ )j .

(A11)

Here we will show the left hand side of Eq. (A11) is identity.
From Eq. (27), we have

0 = 〈(viiI − �E ii)[I − 〈G(x)〉ii(viiI − �E ii)]−1〉
= 〈(viiI − �E ii)[(〈G(x)〉ii)−1 − (vii − �E ii)]−1

× (〈G(x)〉ii)−1〉

=
〈
− I +

[
1

I − 〈G(x)〉(V − �E)

]ii〉
(〈G(x)〉ii)−1.

(A12)

Therefore the left hand side of Eq. (A11) is identity and
similarly we can prove 〈Qii〉 = I . Therefore, the second term
of the right side 〈Kii

j 〉 (j > 0) should be zero.
Using Eq. (A5) and auxiliary quantities Qii and Kii

j , we
rewrite Eq. (34) as

0 =
〈(

�Ē ii
0 −

∞∑
j=1

�E ii
j (xζ )j

)(
Qii +

∞∑
j=1

Kii
j (xζ )j

)〉

= 〈
�Ē ii

0 Qii
〉− 〈

�E ii
1 Qii − �Ē ii

0 Kii
1

〉
xζ

−
∞∑

j=2

( j∑
m=1

�E ii
mKii

j−m − �Ē ii
0 Kii

j

)
(xζ )j . (A13)

Note that the coefficient of each order of (xζ )j in Eq. (A13)
is equal to zero. The first and second terms in the right hand
side of Eq. (A13) lead to the Eq. (39) for E ii

0 and Eq. (44) for
E ii

1 , respectively. In general, equation of E ii
j (for j > 1) can be

expressed as

−�E ii
j

〈
Kii

0

〉 − j−1∑
m=1

�E ii
m

〈
Kii

j−m

〉+ 〈
�Ē ii

0 Kii
j

〉 = 0. (A14)

Using the fact that 〈Kii
0 〉 = I and 〈Kii

j 〉 = 0 (j > 0) and
plugging Eq. (A10) into Eq. (A14), we finally arrive at

�E ii
j =

∑
k �=i

〈
T iiGik

e �Ekk
j Gki

e T ii
〉+ U ii

j , (A15)

where U ii
j is

U ii
j = −〈T ii[Nj−1A0Ge]iiT ii〉+

〈
T ii

j−1∑
m=1

[Nm�Ej−mGe]iiT ii

〉

−
〈
T ii

j−1∑
m=1

[Nm�Ej−m]iiQii

〉
−
〈
T ii

j−1∑
m=1

Hii
j−mKii

m

〉
.

(A16)

2. Derivation of Eq. (57)

From Eq. (22), we have

〈ln Z〉 = Tr

⎡
⎣∫ 1

0
dx

⎛
⎝N0 +

∞∑
j=1

Njx
j ζ j

⎞
⎠A0ζ

⎤
⎦

= Tr

[ ∞∑
n=0

∫ 1

0
dxN2n+1(eiλ − 1)n+1x2n+1A0

]

=
∞∑

n=0

(eiλ − 1)n+1

2n + 2
Tr[N2n+1A0], (A17)

where we have used the property that the N2n is a block
diagonal matrix; A0 is a block antidiagonal matrix and hence
Tr[N2nA0] = 0.

3. Derivation of Eq. (64)

Taking the derivative of generating function ln Z in Eq. (63)
with respective to iλ1, we have

∂ ln Z

∂iλ1

∣∣∣∣
λ1=0

=
∑
nm

∂

∂iλ1
[ln Det(I + Gr [Xnm(eiλ1 − 1)

+X†
nm(eiλ2 − 1)]Ga�L)]|λ1=0

=
∑
nm

Tr

(
1

I + GrX
†
nm(eiλ2 − 1)Ga�L

GrXnmGa�L

)
.

(A18)
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TABLE I. Parameter settings of the brute force calculation in
Fig. 2(a).

Value

Lattice of central region 30 × 30
Disorder strength 0.1t to 5t

Incoming electron energy Ef = 2.97t

Configuration number 10000

We then take the derivative of Eq. (A18) with respect to iλ2

∂

∂iλ2

(
∂ ln Z

∂iλ1

∣∣∣∣
λ1=0

)∣∣∣∣
λ2=0

= −
∑
nm

Tr(GrXnmGa�LGrX†
nmGa�L)

= −
∑
m

〈Wm|Ga�LGr |Wm〉
∑

n

〈Wn|Ga�LGr |Wn〉

= −Tr[Ga�LGr�R] × Tr[Ga�LGr�R], (A19)

where we have used the fact that Xnm = |Wn〉〈Wm| and
�R = ∑

n |Wn〉〈Wn|. Taking disorder average on both sides
of Eq. (A19), we can finally arrive at Eq. (64).

4. Summary of parameter settings in brute force calculations

In this Appendix, we list the parameter settings in
the brute force calculation of Fig. 2(a) (Table I). For
other figures, we also use the same parameters if not
specified.
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