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Abstract—This paper investigates uncertain discrete-time networked control systems over fading channels. It is assumed that the plant is affected by polytopic uncertainty and is connected to the controller in closed-loop via fading channels which are modeled by multiplicative noise processes. Three contributions are proposed as follows. First, it is shown that robust stability in the mean square sense of the uncertain closed-loop networked control system is equivalent to the existence of a Lyapunov function in a certain class. Second, it is shown that the existence of a Lyapunov function in such a class is equivalent to the feasibility of a set of linear matrix inequalities (LMIs). Third, it is shown that the proposed condition can be exploited for the synthesis of robust controllers ensuring robust stability in the mean square sense of the uncertain closed-loop networked control system.
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I. INTRODUCTION

In recent years, there has been a wide interest in networked control systems. In this research area, a fundamental issue is stabilization with information constraints in the channels, see, e.g., the special issue [1]. Considering different information constraints, numerous methods have been proposed by researchers for analysis and synthesis. Among the methods, one should mention [2], [3] which deal with quantized feedback control, [4], [5] which investigate the time delay, [6], [7] where constraints on the signal-to-noise ratio are considered, and [8], [9] where the problem of resource allocation is addressed. On the other hand, as it often happens when dealing with real systems, the model of the plant is partially or completely unknown, which leads to a further research problem, networked control of uncertain systems. See, for instance, [10] which studies delayed feedback control of uncertain systems, [11] where quantized feedback control for a class of uncertain autoregressive plants is considered, [12] which exploits the uncertainty-dependent Lyapunov function to handle the time-varying uncertainty caused by quantization.

A key issue that researchers have been recently started to deal with is the presence of fading channels in the networked control systems. Fading channels are frequently encountered in networked control systems, particularly in the wireless communication channels, and they arise due to several randomly time-varying factors, including signal attenuation, signal distortion, packet drop, and disturbance, see, e.g., [13]–[16] for more details. In the context of stochastic process including fading channel, stabilization has been studied in the mean square sense, see e.g. [16]–[19].

This paper investigates uncertain discrete-time networked control systems over fading channels. Specifically, we consider the model identical in [15], with the difference that the coefficients of the model are function of polytopic uncertainty. Three contributions are proposed as follows. First, it is shown that robust stability in the mean square sense of the uncertain closed-loop networked control system is equivalent to the existence of a Lyapunov function in a certain class. Second, it is shown that the existence of a Lyapunov function in such a class is equivalent to the feasibility of a set of LMIs. Third, it is shown that the proposed condition can be exploited for the synthesis of robust controllers ensuring robust stability in the mean square sense of the uncertain closed-loop networked control system. A conference version of this paper (without the controller synthesis) appeared as reported in [20]. It is worth remarking that sufficient and necessary conditions based on convex optimization for the problem considered in this paper have never been proposed in the literature.

II. PRELIMINARIES

The notation is as follows. The sets of real numbers and nonnegative integers are denoted by $\mathbb{R}$ and $\mathbb{N}$. The set $\mathbb{R}_0^+$ is $\mathbb{R}_0^+ \setminus \{0\}$. The identity matrix is denoted by $I$. For symmetric matrices $A$ and $B$ of same size, the notation $A \geq B$ (respectively, $A > B$) denotes that $A - B$ is positive semidefinite (respectively, positive definite). The trace and the determinant of a square matrix $A$ are denoted by $\text{tr}(A)$ and $\text{det}(A)$, respectively. The symbols $\otimes$ and $\circ$ denote the Kronecker product and the Hadamard product, respectively. For scalars $x_1, \ldots, x_n$, the notation $\text{diag}(x_1, \ldots, x_n)$ denotes the diagonal matrix having its $(i, i)$-th entry equal to $x_i$, $i = 1, \ldots, n$. For a vector $x = (x_1, \ldots, x_n)^T$, the notation $x^2$ denotes the vector of squares $x = (x_1^2, \ldots, x_n^2)^T$ and $x^y$ denotes $\prod_{i=1}^n x_i^y$ with $y \in \mathbb{N}^n$. For a matrix polynomial $A(x)$, the notation $\text{deg}(A)$ denotes the maximum of the degrees of the entries of $A(x)$. The mathematical expectation operator is denoted by $\mathbb{E}(-)$. The acronym SOS stands for sum of squares of matrix polynomials.

We consider uncertain discrete-time LTI plants of the form

\[
\begin{align*}
\dot{x}(t + 1) &= A(s)x(t) + B(s)u(t) \\
y(t) &= C(s)x(t) \\
s &\in \mathcal{S}
\end{align*}
\]

where the integer $t$ denotes the time, $x(t) \in \mathbb{R}^n$ is the plant state, $u(t) \in \mathbb{R}^m$ is the plant input, $y(t) \in \mathbb{R}^p$ is the plant output, $A(s)$, $B(s)$, $C(s)$ are matrix polynomials in the complex variable $s$, and $\mathcal{S}$ is a set of discrete-time stable matrices.
output, and \( s \in \mathbb{R}^n \) is the time-invariant uncertainty. Let us assume that the uncertainty \( s \) is constrained into the simplex \( S \), i.e.,

\[
S = \left\{ s \in \mathbb{R}^r : \sum_{i=1}^{r} s_i = 1, \ s_i \geq 0 \ \forall i = 1, \ldots, r \right\}.
\]

(2)

The matrix functions \( A : \mathbb{R}^r \to \mathbb{R}^{n \times n} \), \( B : \mathbb{R}^r \to \mathbb{R}^{n \times m} \), \( C : \mathbb{R}^r \to \mathbb{R}^{p \times n} \) are matrix polynomials, i.e., matrices where each entry is a polynomial. Without loss of generality, we assume that \((A(s), B(s), C(s))\) is stabilizable and detectable for all \( s \in S \).

We consider that the uncertain plant (1) is controlled over fading channels in closed-loop via output feedback. The controller is assumed to be LTI\(^1\), described by

\[
\begin{align*}
\dot{x}(t+1) &= A_s x(t) + B_s u(t), \\
\dot{y}(t) &= C_s x(t) + D_s u(t)
\end{align*}
\]

(3)

where \( x \in \mathbb{R}^n \) is the state of the controller, \( u \in \mathbb{R}^m \) is the controller output and \( A_s \in \mathbb{R}^{n \times n} \), \( B_s \in \mathbb{R}^{n \times p} \), \( C_s \in \mathbb{R}^{p \times n} \) and \( D_s \in \mathbb{R}^{p \times p} \) are the controller matrices.

The fading channels between the output of the controller and the input of the plant are modeled via

\[ u(t) = \Xi(t) v(t). \]

(4)

The matrix function \( \Xi(t) \in \mathbb{R}^{m \times m} \) represents the channel fading and has the diagonal structure

\[ \Xi(t) = \text{diag}\{\xi_1(t), \xi_2(t), \ldots, \xi_m(t)\}, \]

(5)

where \( \xi_i(t), \ i = 1, 2, \ldots, m \) are scalar noise processes with

\[ \mu_i = \mathcal{E}(\xi_i(t)) > 0 \ \forall i = 1, \ldots, m. \]

(6)

Each noise process \( \xi_i(t), \ i = 1, \ldots, m \) presents the fading effect of each channel in the form of multiplicative memoryless noise, i.e., the \( i \)-th output of the controller is sent to the \( i \)-th input of the plant over the \( i \)-th channel represented by \( \xi_i(t) \). However, the fading experience of different channels is allowed to be correlated in case a non-orthogonal access scheme is adopted. Let us further define

\[
\Pi = \text{diag}\{\mu_1, \mu_2, \ldots, \mu_m\},
\]

\[
\Sigma = \left[ \sigma_{ij} \right]_{i,j=1,2,\ldots,m} = \mathcal{E}(\xi_i(t) - \mu_i)(\xi_j(t) - \mu_j)), \ \forall i,j = 1, \ldots, m.
\]

(7)

Let us stack the states of the plant and controller into \( x_{cl} \in \mathbb{R}^{n_{cl}} \) defined as

\[ x_{cl}(t) = (x(t) \quad x_c(t))' \]

(8)

where \( n_{cl} = n + n_c \). According to the above description of the plant (1) and the controller (3), the overall closed-loop system obtained by connecting them over the fading channels (4)-(7) can be described by

\[
\begin{align*}
\dot{x}_{cl}(t+1) &= A_{cl}(s) x_{cl}(t), \\
\end{align*}
\]

(9)

where

\[ A_{cl}(s) = E(s) + F(s) \Xi(t) G(s) \]

(10)

and

\[
\begin{align*}
E(s) &= \begin{pmatrix} A(s) & 0_{n \times n_c} \\
B_c C(s) & A_c \end{pmatrix}, \\
F(s) &= \begin{pmatrix} B(s) \\
0_{n_c \times m} \end{pmatrix}, \\
G(s) &= \begin{pmatrix} D_c C(s) & C_c \end{pmatrix}.
\end{align*}
\]

(11)

Let us further define

\[ X_{cl}(t) = \mathcal{E}(x_{cl}(t) x_{cl}(t)'). \]

(12)

Extending the definition of mean square stability in [16] to the presence of uncertainties as considered in (1), we introduce the following definition.

Definition 1. The uncertain closed-loop system (9) is said to be robustly stable in the mean square sense for all \( s \in S \) if \( X_{cl}(t) \) is well-defined and

\[ \lim_{t \to \infty} X_{cl}(t) = 0 \ \forall x_{cl}(0) \in \mathbb{R}^{n_{cl}} \ \forall s \in S. \]

(13)

The problems addressed in this paper are as follows.

Problem 1. Establish whether the uncertain closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \).

Problem 2. Design a robust controller (3) such that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \).

Remark 1. The formulation of the uncertain plant (1) is equivalent to the case where the uncertainty belongs to a generic bounded convex polytope instead of the simplex which is a special class of bounded convex polytope. Indeed, consider

\[
\begin{align*}
x(t+1) &= \hat{A}(\theta)x(t) + \hat{B}(\theta)u(t), \\
y(t) &= \hat{C}(\theta)x(t),
\end{align*}
\]

(14)

where \( \Theta \) is a bounded convex polytope and \( \hat{A}(\theta), \hat{B}(\theta) \) and \( \hat{C}(\theta) \) are matrix polynomials in \( \theta \). The vectors \( \theta \) in \( \Theta \) can be parametrized through a linear function \( l(s) \) over \( S \). Therefore, (14) can be rewritten as in (1) by expressing \( \theta \) as \( l(s) \).

### III. Proposed Approach

A. Equivalence Result via Polynomial Lyapunov Functions

Let us start by addressing Problem 1. Let \( V \in \mathbb{R}^{n_{cl} \times n_{cl}} \) be a symmetric matrix, and define the symmetric matrix polynomial

\[ U(V, s) = V - H(V, s) - G(s)J(V, s)G(s)' \]

(15)

where \( H, J : \mathbb{R}^{n_{cl} \times n_{cl}} \times \mathbb{R}^r \to \mathbb{R}^{n_{cl} \times n_{cl}} \) are the symmetric matrix polynomials

\[ H(V, s) = (E(s) + F(s)\Pi G(s))' V (E(s) + F(s)\Pi G(s)) \]

(16)

and

\[ J(V, s) = \Sigma \circ (F(s)' V F(s)) \]

(17)

where \( E, F, G \) are defined in (11). Next, let \( M : \mathbb{R}^r \to \mathbb{R}^{n_1 \times n_2} \) be a matrix polynomial, and let \( N : \mathbb{R}^r \to \mathbb{R}^{n_1 \times n_2} \) be the matrix homogeneous polynomial that satisfies

\[
\begin{align*}
N(s) &= M(s) \ \forall s \in S, \\
\text{deg}(N) &= \text{deg}(M).
\end{align*}
\]

(18)
Such a matrix homogeneous polynomial $N(s)$ can be simply built by multiplying each monomial of $M(s)$ by a suitable power of $\sum_{i=1}^{r} s_i$, since $\sum_{i=1}^{r} s_i = 1$ over $\mathcal{S}$. We denote the operator that returns $N(s)$ from $M(s)$ as

$$N(s) = \text{hom}(M(s)).$$ (19)

**Theorem 1:** The uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in \mathcal{S}$ if and only if there exists a symmetric matrix homogeneous polynomial $V : \mathbb{R}^r \rightarrow \mathbb{R}^{n_{cl} \times n_{cl}}$ such that

$$\forall s \in \mathcal{S} \begin{cases} V(s) > 0 \\ U(V(s), s) > 0. \end{cases}$$ (20)

**Proof.** $\Rightarrow$ Suppose that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in \mathcal{S}$. Then, from the item d) of Lemma 1 in [15] it directly follows that, for all $s \in \mathcal{S}$, there exists a symmetric matrix function $V(s)$ such that (20) holds. Following the proof of Lemma 2 in the same reference, let us define

$$Y_1(V(s), s) = H(V(s), s) + G(s)'J(V(s), s)G(s)$$

and the sequence

$$Z(t+1, s) = Y_1(Z(t, s), s) + Y_0(s)$$

for any initial condition $Z(0, s)$ and any symmetric matrix function $Y_0(s)$ that satisfy

$$\forall s \in \mathcal{S} \begin{cases} Z(0, s) \geq 0 \\ Y_0(s) > 0. \end{cases}$$

Since from (20) one has $Z(t, s) > Y_1(Z(t, s), s)$ for all $s \in \mathcal{S}$, and since this implies that $Z(t, s)$ is bounded for all $t \geq 0$ and for all $s \in \mathcal{S}$, it follows that the limit $Z(s)$ of $Z(t, s)$ for $t$ that goes to infinity exists and satisfies

$$Z(s) = Y_1(Z(s), s) + Y_0(s).$$

This implies that the system (by choosing $Y_0(s) = I$)

$$\begin{array}{l}
U(W(s), s) = I \\
s \in \mathcal{S}
\end{array}$$

admits a unique solution $W(s)$, i.e., the limit of $z(t,s)$, that satisfies

$$W(s) > 0 \ \forall s \in \mathcal{S}.$$ 

Since $U(W(s), s)$ is linear in $W(s)$ according to (15), and since $U(W_0, s)$ is polynomial in $s$ for all symmetric matrices $W_0$, it follows that $W(s)$ is a rational function of $s$ that we write as

$$W(s) = \frac{W_{\text{num}}(s)}{W_{\text{den}}(s)}$$

where $W_{\text{num}}(s)$ is a symmetric matrix polynomial and $W_{\text{den}}(s)$ is a polynomial. One has $W_{\text{den}}(s) \neq 0 \ \forall s \in \mathcal{S}$ given that the solution is unique. This implies that $W_{\text{den}}(s) > 0 \ \forall s \in \mathcal{S}$ or $W_{\text{den}}(s) < 0 \ \forall s \in \mathcal{S}$ since $W_{\text{den}}(s)$ is a polynomial on a compact and connected set $\mathcal{S}$. In the latter case, we change the sign of $W_{\text{den}}(s)$ and $W_{\text{num}}(s)$ since this does not change $W(s)$. It follows that $W_{\text{den}}$ satisfies

$$W_{\text{den}}(s) > 0 \ \forall s \in \mathcal{S}.$$ 

Let us define

$$V_{\text{pol}}(s) = W_{\text{num}}(s).$$

It follows that $V_{\text{pol}}(s)$ is a symmetric matrix polynomial. Let us redefine $V(s)$ as follows:

$$V(s) = \text{hom}(V_{\text{pol}}(s)).$$

It follows that $V(s)$ is a symmetric matrix homogeneous polynomial. Moreover, $V(s) > 0$ for all $s \in \mathcal{S}$ since both $W_{\text{num}}(s)$ and $W_{\text{den}}(s)$ satisfy such a condition and since $V(s) = V_{\text{pol}}(s)$ for all $s \in \mathcal{S}$. Also, since $U(V(s), s)$ is linear in $V(s)$, one has that the constructed $V(s)$ yields

$$U(V(s), s) = W_{\text{den}}(s)I \ \forall s \in \mathcal{S}$$

which means that $U(V(s), s) > 0$ for all $s \in \mathcal{S}$ given the positivity of $W_{\text{den}}(s)$ over $\mathcal{S}$. Hence, (20) holds with a symmetric matrix homogeneous polynomial $V(s)$.

$\Leftarrow$ Suppose that there exists a symmetric matrix homogeneous polynomial $V(s)$ such that (20) holds. Then, from Lemma 1 in [15] it directly follows that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in \mathcal{S}$. $\square$

**Remark 2.** Theorem 1 states that robust stability in the mean square sense of the uncertain closed-loop networked control system is equivalent to the existence of a Lyapunov function in a certain class, specifically the class of Lyapunov functions of the form

$$v(X_{\text{cl}}(t), s) = \text{tr}(X_{\text{cl}}(t)V(s))$$ (21)

where $V(s)$ is a symmetric matrix homogeneous polynomial and $v(X_{\text{cl}}(t), s)$ is the Lyapunov function associated with the $V(s)$ searched for in Theorem 1. Let us observe that this equivalence result cannot be obtained by simply using the existing works for the uncertainty-free case, which only imply the existence of a Lyapunov function (of some form) for the uncertain case. On the other hand, the fact that $V(s)$ can be chosen polynomial according to Theorem 1 is essential in order to derive a necessary and sufficient condition for robust stability in terms of LMIs as it will be explained in the sequel.

### B. Equivalence Result via LMIs

Here we show how Theorem 1 can be exploited to derive a sufficient and necessary condition checkable through convex optimization for establishing whether the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in \mathcal{S}$. Let us define

$$T(V(s), s) = \text{hom}(U(V(s), s)).$$ (22)

**Theorem 2:** The uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in \mathcal{S}$ if and only if there exists a symmetric matrix homogeneous polynomial $V(s)$ and $\epsilon > 0$ such that

$$\begin{array}{l}
V(s^2) - \epsilon I||s||^{2\text{deg}(V)} \\
T(V(s^2), s^2) - \epsilon I||s||^{2\text{deg}(T)}
\end{array}$$

is SOS. (23)
Proof. ") Assume that there exists \( \epsilon > 0 \) such that (23) holds. Then, one has that
\[
\forall s \in \mathbb{R}^r_0 \quad \begin{cases} V(s^2) > 0 \\ T(V(s^2), s^2) > 0. \end{cases}
\]
Since \( T(V(s), s) \) is linear in \( V(s) \), from Theorem 1.17 in [21] one has
\[
\forall s \in S \quad \begin{cases} V(s) > 0 \\ T(V(s), s) > 0. \end{cases}
\]
Hence, (20) holds with such \( V(s) \) since
\[
T(V(s), s) = U(V(s), s) \quad \forall s \in S.
\]
Therefore, from Theorem 1 we can conclude that the closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \).

\( \Rightarrow \) Suppose that the closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \). Then, from Theorem 1 it follows that there exists a symmetric matrix homogeneous polynomial \( V(s) \) such that (20) holds. Since \( S \) is compact, i.e., \( \sum_{i=1}^r s_i = 1 \) over \( S \), and
\[
T(V(s), s) = U(V(s), s) \quad \forall s \in S,
\]
it follows that there exists \( \epsilon_1 > 0 \) such that
\[
\forall s \in S \quad \begin{cases} V(s) - \epsilon_1 I \left( \sum_{i=1}^r s_i \right)^{\deg(V)} > 0 \\ T(V(s), s) - \epsilon_1 I \left( \sum_{i=1}^r s_i \right)^{\deg(T)} > 0. \end{cases}
\]

From Pólya’s theorem [22], one has that a homogeneous matrix polynomial \( M(s) : \mathbb{R}^r \to \mathbb{R}^{n \times n} \) is positive definite on the simplex \( S \) in (2) if and only if there exists \( k \in \mathbb{N} \) such that all the matrix coefficients with respect to \( s \) of \( M(s) \left( \sum_{i=1}^r s_i \right)^k \) are positive definite. We observe that any integer \( k' \geq k \) will satisfy that all the matrix coefficients of \( M(s) \left( \sum_{i=1}^r s_i \right)^{k'} \) are positive definite. Next, let us apply this to (20). For the positive definite matrix homogeneous polynomial \( V(s) - \epsilon_1 I \left( \sum_{i=1}^r s_i \right)^{\deg(V)} \), one has that there exists an integer \( k_1 \) such that all the matrix coefficients of
\[
\tilde{V}(s) = \left( V(s) - \epsilon_1 I \left( \sum_{i=1}^r s_i \right)^{\deg(V)} \right) \left( \sum_{i=1}^r s_i \right)^{k_1}
\]
are positive definite, and hence \( \tilde{V}(s) \) can be written as \( \tilde{V}(s) = \sum_{g \in \mathcal{G}} C_g s^{g^T} \), where \( \mathcal{G} = \{ y \in \mathbb{N}^r : \sum_{i=1}^r y_i = \deg(V) + k_1 \} \) and all \( C_g \in \mathbb{R}^{n_\times n} \) are the positive definite matrix coefficients. In this way, one has
\[
\begin{align*}
\tilde{V}(s^2) &= \sum_{g \in \mathcal{G}} C_{g}s^{2g} \\
C_{g}s^{2g} &= (G_g s^{g^T})(G_g s^{g^T})
\end{align*}
\]
where \( G_g \in \mathbb{R}^{n_\times n} \) is a Cholesky factor of \( C_g \). This implies \( \tilde{V}(s^2) \) is SOS. Therefore,
\[
\left( V(s^2) - \epsilon_1 I \left( \sum_{i=1}^r s_i^2 \right)^{\deg(V)} \right) \left( \sum_{i=1}^r s_i^2 \right)^{k_1} \text{ is SOS}
\]
For \( T(V(s), s) - \epsilon_1 I \left( \sum_{i=1}^r s_i \right)^{\deg(T)} \), similarly, there exists an integer \( k_2 \geq 0 \) such that
\[
\left( T(V(s^2), s^2) - \epsilon_1 I \left( \sum_{i=1}^r s_i^2 \right)^{\deg(T)} \right) \left( \sum_{i=1}^r s_i^2 \right)^{k_2} \text{ is SOS}
\]
Let us further define \( \kappa = \max\{k_1, k_2\} \).

Remark 3. Theorem 2 provides a sufficient and necessary condition checkable through convex optimization for establishing whether the uncertain closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \). Indeed, the condition for a matrix polynomial depending linearly on some decision variables to be SOS can be equivalently expressed in terms of an LMI, see for instance [22] and references therein for details. Let us observe that the equivalence result provided by Theorem 2 is not obvious since it is known that there is gap between nonnegative polynomials and SOS polynomials, see for instance [23].

In practice, we start by testing the LMI condition for small degrees and repeat for larger degrees if the condition is not satisfied. Observe that the LMI condition is guaranteed to be nonconservative for some degree sufficiently large as proved in Theorem 2.

C. Controller Synthesis

Lastly, let us address Problem 2, i.e., to design a robust controller (3) such that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \). Let us introduce an index to quantify the feasibility of the LMI condition provided in Theorem 2. Such an index can be defined via the semidefinite program (SDP)
\[
\epsilon^* = \sup_{V(s), r} \epsilon \text{ s.t. } \begin{cases} V(s) > 0 \\ \text{tr}(V(s_0)) = 1. \end{cases}
\]
where \( s_0 \) is a vector arbitrarily chosen in \( S \). Although the optimization problem (24) cannot be solved explicitly even for SISO plants with one uncertain variable, the solution can be easily found because SDPs are convex optimization problems.

From Theorem 2 we obtain the following result.

Corollary 1: There exists a robust controller (3) such that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all \( s \in S \) if and only if there exist matrices \( A_c, B_c, C_c, D_c \) such that \( \epsilon^* > 0 \).

Corollary 1 provides a sufficient and necessary condition for the existence of a robust controller (3). This condition provides a strategy for the synthesis of such a robust controller.
which consists of maximizing the index $\epsilon$ with respect to the matrices $A_c, B_c, C_c, D_c$. This step can be addressed in several ways, for instance by using gradient methods or randomized algorithms, where the SDP (24) is solved at each step. Let us observe that the constraint $\operatorname{tr}(V(s_0)) = 1$ can be introduced in the SDP (24) without loss of generality because the variables $V(s)$ and $\epsilon$ in the condition (23) are defined up to a positive scalar factor.

Hereafter we propose a method of solving Problem 2. To this end, let us observe that the matrix inequalities (20) can be rewritten in the form which is bilinear in the Lyapunov function and the controller. Indeed, exploiting the Schur complement lemma, let us define

$$
\Gamma(s) = \begin{pmatrix}
V(s) & (E(s) + F(s)\Pi G(s))V(s)
\end{pmatrix}
\begin{pmatrix}
G(s)^T J(V(s), s) & 0
\end{pmatrix},
$$

and

$$
\Omega(s) = \text{hom}(\Gamma(s)).
$$

_Theorem 3:_ There exists a robust controller (3) such that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in S$ if and only if there exist a symmetric matrix homogeneous polynomial $V : \mathbb{R}^r \rightarrow \mathbb{R}^{n_c \times n_c}$ and matrices $A_c, B_c, C_c, D_c$ such that $\hat{\gamma} > 0$ where

$$
\hat{\gamma} = \sup_{s \in S} \gamma \quad \text{s.t.} \quad \begin{cases}
\Omega(s^2) - \gamma I \|s\|^{2 \operatorname{deg}(V)} & \text{is SOS} \\
\operatorname{tr}(\Gamma(s_0)) = 1.
\end{cases}
$$

_Proof._ Suppose that $\hat{\gamma} > 0$. This implies that

$$
\Omega(s^2) > 0 \forall s \in \mathbb{R}^r.
$$

From Theorem 1.17 in [21] one can obtain

$$
\Omega(s^2) > 0 \forall s \in S.
$$

which suggests

$$
\Gamma(s) > 0 \forall s \in S.
$$

According to the Schur complement lemma, the following two inequalities are equivalent:

$$
\Gamma(s) > 0
$$

and

$$
\begin{cases}
V(s) - H(V,s) - G(s)^T J(V(s), s)G(s) > 0
\end{cases}
$$

Therefore, the condition (20) in Theorem 1 holds.

"$\Rightarrow$" Assume that there exists a robust controller (3) such that the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $s \in S$. Based on the necessity of the condition on Theorem 1 and Schur complement lemma, it is obvious that there exist a symmetric matrix homogeneous polynomial $V : \mathbb{R}^r \rightarrow \mathbb{R}^{n_c \times n_c}$ and matrices $A_c, B_c, C_c, D_c$ such that $\Gamma(s) > 0 \forall s \in S$. Since $S$ is compact, then following the proof in Theorem 2, one can easily obtain $\hat{\gamma}$ defined in (27) should be positive. \hfill \square

Theorem 3 provides a sufficient and necessary condition for the existence of a robust controller (3). This condition provides a strategy for the synthesis of such a robust controller, which consists of maximizing the index $\gamma$ with respect to the matrices $A_c, B_c, C_c, D_c$ and the symmetric matrix homogeneous polynomial $V(s)$. This step can be done by simply iterating between the variables $(A_c, B_c, C_c, D_c)$ and $V(s)$ since the symmetric matrix homogeneous polynomial in (27) are bilinear with respect to the decision variables $V(s)$ and $(A_c, B_c, C_c, D_c)$.

_IV. ILLUSTRATIVE EXAMPLES_

_A. Example 1:_

Let us begin with the situation where the uncertain plant is described as in (14) with

$$
\begin{pmatrix}
\hat{A}(\theta) & \hat{B}(\theta) & \hat{C}(\theta)
\end{pmatrix} = \begin{pmatrix}
-0.3 + 0.6\theta & 0.6 - 0.4\theta & -1 + 0.8\theta & 1 \\
0 & 0.7 & 0 & 0 \\
0.6 - 0.5\theta & -0.8 & 0.3\theta & 0 \\
-0.8\theta & 0.7\theta & -\theta & 0.5\theta
\end{pmatrix}
$$

the controller (3) is static and given by

$$
A_c = \emptyset, B_c = \emptyset, C_c = \emptyset, D_c = \begin{pmatrix}
-0.6 & 0 \\
0.3 & 0.5
\end{pmatrix}
$$

and the fading channel (4)-(7) is described by

$$
\Pi = \text{diag}(1, 2), \quad \Sigma = \begin{pmatrix}
0.3 & 0.2 \\
0.2 & 0.6
\end{pmatrix}.
$$

The problem is to establish whether the uncertain closed-loop system (9) is robustly stable in the mean square sense for all $\theta \in \Theta$. First of all, let us observe that the uncertain plant is unstable for some admissible values of the uncertainty:

$$
\theta = -1 \Rightarrow \operatorname{spec}(\hat{A}(\theta)) = \{0.078, 0.752, -0.765 \pm j1.018\}.
$$

Then let us rewrite the uncertain plant as in (1). As explained in Remark 1, this can be done by replacing $\theta$ with $l(s) = s_2 - s_1$ where $s$ belongs to the simplex with $r = 2$.

We solve the SDP (24) by using a symmetric matrix homogeneous polynomial $V(s)$ of degree 0, and we find that the solution of the SDP (24) is $x^* = 0.031$ (the number of LMI scalar variables in (24) is 26). Therefore, from Theorem 1 we can conclude that the uncertain plant (1) is robustly stabilized in the mean square sense for all $\theta \in \Theta$.

_B. Example 2:_

Let us consider another example, in particular where the uncertain plant (1) is

$$
A(s) = \begin{pmatrix}
1 & s_1 \\
\frac{1}{s_2} & 1.2
\end{pmatrix}, \quad B(s) = \begin{pmatrix}
1 & s_1 \\
1 & 1
\end{pmatrix}, \quad C(s) = \begin{pmatrix}
1 & 1
\end{pmatrix}
$$

and the fading channel (4)-(7) is described by

$$
\Pi = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad \Sigma = \begin{pmatrix}
0.2 & 0.1 \\
0.1 & 0.2
\end{pmatrix}.
$$
The uncertain plant is unstable for some admissible values of the uncertainty since we have
\[ s = (0.5, 0.5)' \Rightarrow \text{spec}(A(s)) = \{0.590, 1.610\}. \]

The problem is to synthesize the robustly stabilizing controller \((A_c, B_c, C_c, D_c)\) where \(A_c, B_c \in \mathbb{R}\) and \(C_c, D_c \in \mathbb{R}^{2 \times 1}\). With the initial value of the controller \((A_0, B_0, C_0, D_0)\) set as \((0, 0, [0 0]', [0 0]')\), we solve the optimization problem (27) by using a symmetric matrix homogeneous polynomial \(V(s)\) of degree 2. After 4 iterations between the variables \((A_c, B_c, C_c, D_c)\) and \(V(s)\), we obtain positive index \(\gamma\) as \(\gamma = 0.63 > 0\). The found corresponding controller obtained is
\[ A_c = 0, \quad B_c = 0, \quad C_c = (0 0)', \quad D_c = (-0.401 -0.097)'. \]
and such a controller is static. We can also choose other initial values of the controller. Indeed, with the initial value of the controller \((A_0, B_0, C_0, D_0)\) set as \((1, 1, [-1 -1]', [-1 -1]')\), we solve the optimization problem (27) by using a symmetric matrix homogeneous polynomial \(V(s)\) of degree 0. After 6 iterations between the variables \((A_c, B_c, C_c, D_c)\) and \(V(s)\), we obtain positive index \(\gamma\) as \(\gamma = 0.043 > 0\). The found corresponding controller obtained is
\[ A_c = 0.417, \quad B_c = 0.876, \quad C_c = \begin{pmatrix} -0.025 \\ 0.033 \end{pmatrix}, \quad D_c = \begin{pmatrix} -0.275 \\ -0.667 \end{pmatrix} \]
and such a controller is dynamic. With the dynamic controller derived, Figure 1 shows the trajectory of \(||x_{cl}(t)||\) under different randomly generated initial conditions and different \(s \in \mathcal{S}\) which make the plant unstable. As shown in the figure, the closed-loop state converges to origin within finite steps for all \(s \in \mathcal{S}\) and all initial conditions.

Fig. 1. \(||x_{cl}(t)||\) versus \(t\) under 10 sets of initial conditions and 10 different uncertainty \(s \in \mathcal{S}\) for each initial condition

V. CONCLUSIONS

This paper has studied uncertain discrete-time networked control systems over fading channels. A sufficient and necessary condition in terms of LMI is proposed to establish the robust stability in the mean square sense and it has been shown that the proposed condition can be exploited for the synthesis of robust controllers ensuring robust stability in the mean square sense of the uncertain closed-loop networked control system. Future work could investigate the case with time-varying uncertainty in the system using other classes of Lyapunov function [12]. Another direction could be incorporating the time delay in the model.
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