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Convergent summation of Møller–Plesset perturbation theory
We present an orbital-optimized version of our orbital-specific-virtuals second-order Møller-Plesset perturbation theory (OSV-MP2). The OSV model is a local correlation ansatz with a small basis of virtual functions for each occupied orbital. It is related to the Pulay–Saebø approach, in which domains of virtual orbitals are drawn from a single set of projected atomic orbitals; but here the virtual functions associated with a particular occupied orbital are specifically tailored to the correlation effects in which that orbital participates. In this study, the shapes of the OSVs are optimized simultaneously with the OSV-MP2 amplitudes by minimizing the Hylleraas functional or approximations to it. It is found that optimized OSVs are considerably more accurate than the OSVs obtained through singular value decomposition of diagonal blocks of MP2 amplitudes, as used in our earlier work. Orbital-optimized OSV-MP2 recovers smooth potential energy surfaces regardless of the number of virtuals. Full optimization is still computationally demanding, but orbital optimization in a diagonal or Kapuy-type MP2 approximation provides an attractive scheme for determining accurate OSVs.

I. INTRODUCTION

In second-order Møller-Plesset perturbation theory (MP2), or in coupled-cluster theory, the number $T_{ij}^{ab}$ represents the probability amplitude for the excitation of a pair of electrons from occupied orbitals $i, j$ to virtual orbitals $a, b$. Clearly, the number of these rises quartically with the size of the system studied. In canonical electron correlation methods the amplitudes appear to be dense, but there are grounds for optimism that most of the correlation energy can be accounted for using much more compact representations of the information embodied in the amplitudes.

An early approach for compressing correlated-wavefunction expansions was through the use of natural orbitals, that is the basis formed from the eigenvectors of a correlated density matrix. The natural orbitals are global to the entire system, and the degree of compression does not take account of the short-range nature of electron correlation. This can be achieved, however, through the use of pair natural orbitals (PNOs), introduced by Edmiston and Krauss and pioneered as a general method for molecular correlation theories in Meyer’s development of the coupled-electron-pair approximation. The approach has recently returned to prominence through the work of Neese and co-workers and Tew et al. have recently demonstrated how the PNO concept can be extended to increase the efficiency of resolution of identity approximations in explicitly correlated F12 theories.

An alternative proposed by Pulay and Saebø is the use of fixed domains of projected atomic orbitals (PAOs) for each (localized) occupied orbital. The disadvantages of using a non-orthogonal representation of the virtual space is greatly outweighed by increased locality, and the predetermination of fixed domains has made possible extremely efficient implementations in the groups of Werner and Schütz. In particular, linear scaling local implementations of key methods (LMP2, LCCSD, and LCCSD(T) (Refs. 14 and 19)), further enhanced by density fitting (DF-LMP2, DF-LCCSD(T) (Refs. 21 and 22)), have revolutionized the applicability of reliable correlation methods to large molecular systems.

The key criticism of the Pulay–Saebø approach and Werner–Schütz implementations is dependence on a large number of parameters, required to determine the level of theory applied to each occupied-orbital pair, and to determine the domains of PAOs. It has also been noted that without care potentials obtained by these local methods can display discontinuities. It should be pointed out that with attention to detail this can be avoided, and in fact is largely remedied in explicitly correlated variants because the F12 correlation factor can compensate for much of the so-called domain error, as demonstrated by Werner.

In our previous paper, we presented a method in which the level of theory is determined by just a single threshold or integer by means of which the canonical results can be systematically approached, and tested the method on a variety of systems and properties including the dependence on the basis sets and choice of molecular system. It was shown that the orbital-specific virtual (OSV) approximation leads to significant advantages over Pulay–Saebø approaches, both in terms of computational cost and accuracy. In particular, the
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II. ORBITAL-SPECIFIC VIRTUAL MP2

In this section, we briefly review the OSV approximation. The method can be summarized by stating that excitations are allowed from a localized molecular orbital to a small number of orbital-specific virtual orbitals. In the language of tensor factorization it can be seen that the method amounts to a decomposition of the full $T_2$ amplitude in the form,

$$ T_{ab}^{ij} \approx T_{\mu i \nu j}^{(i)} C_{\mu a}^{(i)} C_{\nu b}^{(j)}, $$  

where $i, j$ are occupied orbitals; $a, b$ are virtual orbitals; and $\mu_i, \nu_j$ are orbital-specific virtuals associated with occupied orbitals $i$ and $j$, respectively. Here and throughout summation over repeated dummy indices is assumed. Note that Eq. (1) serves only to clarify the relationship between OSV-MP2 and canonical MP2: in OSV-MP2 the canonical amplitudes $T_{ab}^{ij}$ are never explicitly constructed.

This approach is closely related to PAO-local methods, except that there the domains contain functions drawn from a single set of PAOs; here there is the flexibility to consider sets of virtuals $\{\mu_i\}$ specifically suited to the correlation effects in which orbital $i$ participates. The method is also closely related to PNO methods, except here our special virtual orbitals are labelled by a single occupied index, rather than by a pair of occupied orbitals. This can be expected to confer improved efficiency in integral transformation, even when density fitting is used, and also makes extension to odd-order excitations more obvious.

In the early days of the PAO-driven local methods the direct excitation ansatz was used but it was quickly recognized that greater accuracy could be achieved by allowing excitations from orbitals $i$ and $j$ into the union of the sets of virtual orbitals associated with each occupied orbital. Following these pioneering studies we investigated both the direct (dOSV) and full (fOSV) excitation ansätze in our earlier paper.

A. Direct excitation ansatz

The first order wavefunction is written as

$$ |\Psi^{(1)}\rangle = \frac{1}{2} T_{\mu i \nu j}^{ij} |\Phi_{\mu_i \nu_j}^{ij}\rangle, $$  

where

$$ |\Phi_{\mu i \nu j}^{ij}\rangle = \hat{E}_{\mu i}^{(i)} \hat{E}_{\nu j}^{(j)} |\Phi^{(0)}\rangle, $$

where the $\hat{E}_{\mu i}^{(i)}$ are spin-summed excitation operators. The Hylleraas MP2 energy functional is given by

$$ J = T_{\mu i \nu j}^{ij} (R_{\mu i \nu j}^{ij} + K_{\mu i \nu j}^{ij}), $$  

or

$$ J = \tilde{T}_{\mu i \nu j}^{ij} (R_{\mu i \nu j}^{ij} + K_{\mu i \nu j}^{ij}), $$

where

$$ R_{\mu i \nu j}^{ij} = K_{\mu i \nu j}^{ij} + (1 + \hat{P}_{\mu i}^{(0)}) $$

$$ \times [T_{\mu i \sigma}^{ij} f_{\sigma \nu j} - T_{\mu i \sigma}^{ik} f_{\sigma \nu j} S_{\nu j \nu j}], $$

and

$$ K_{\mu i \nu j}^{ij} = \langle i j | \mu i \nu j \rangle, $$

$$ f_{\mu i \nu j} = \langle \mu i | \hat{F} | \nu j \rangle, $$

$$ S_{\mu i \nu j} = \langle \mu i | \nu j \rangle, $$

and where

$$ \tilde{A}_{\mu i \nu j}^{ij} = 2 A_{\mu i \nu j}^{ij} - A_{\nu j i}^{ij}. $$

The permutation operator used in Eq. (6) is defined by

$$ \hat{P}_{\mu i \nu j}^{(0)} A_{\mu i \nu j}^{ij} = A_{\mu i \nu j}^{ij} + A_{\nu j i}^{ij}. $$

One can regard the OSV approach as partitioning the virtual space into a space spanned by OSVs $\{\mu_i\}$ and the complementary space spanned by secondary virtual orbitals $\{\tilde{\mu}_i\}$ for each occupied orbital $i$. The amplitudes for excitations to the secondary virtual orbitals are omitted as

$$ T_{\mu i \nu j}^{ij} = T_{\mu i \nu j}^{ij} = T_{\mu i \nu j}^{ij} = 0. $$

We note that the contravariant amplitudes $\tilde{T}_{\mu i \nu j}^{ij}, \tilde{T}_{\nu j i}^{ij},$ and $\tilde{T}_{\mu i \nu j}^{ij}$ do not generally vanish under the condition of Eq. (12) because, for example, $\tilde{T}_{\mu i \nu j}^{ij} = 2 T_{\mu i \nu j}^{ij} - T_{\nu j i}^{ij},$ and $T_{\mu i \nu j}^{ij}$ is not amongst the set of quantities set to zero. The same is true for the residual, so the residual equations $R_{\mu i \nu j}^{ij} = 0$ and $R_{\mu i \nu j}^{ij} = 0$ give different solutions. The latter condition is derived by projection with a set of bra states and does not give an upper bound to the MP2 energy because the contribution of $K_{\nu j i}^{ij}$ in Eq. (4) is neglected, and these terms are not constrained to vanish. In practice this makes little difference, but since in this paper we are aiming to optimize the orbital rotations which define the OSVs is becomes important to use the former condition, providing a rigorous upper bound to the MP2 energy.

B. Full excitation ansatz

In the full excitation ansatz additional cross excitations $ij \rightarrow \nu i \mu j$ are included. The first order wavefunction is written as

$$ |\Psi^{(1)}\rangle = \frac{1}{2} \sum_{p, q \in \{\mu_i, \nu_j\}} T_{pq}^{ij} |\Phi_{pq}^{ij}\rangle, $$

or

$$ J = \frac{1}{2} \text{tr} \left( T_{\mu i \sigma}^{ij} T_{\nu j \tau}^{ij} \begin{pmatrix} |\Phi_{\mu_i \sigma}^{ij}\rangle & |\Phi_{\nu_j \tau}^{ij}\rangle \end{pmatrix}^T \right), $$

or

$$ J = \frac{1}{2} \text{tr} \left( T_{\nu j \tau}^{ij} T_{\nu j \tau}^{ij} \begin{pmatrix} |\Phi_{\nu_j \tau}^{ij}\rangle & |\Phi_{\nu_j \tau}^{ij}\rangle \end{pmatrix}^T \right). $$
Thus, the Hylleraas MP2 energy functional is rewritten as

\[
J = \text{tr} \left( \tilde{T}^{ij}_{\mu_i\sigma_i} \tilde{T}^{ij}_{\nu_i\tau_i} \right) 
\]

\[
\times \left[ \begin{array}{cc}
R^{ij}_{\mu_i\sigma_i} & R^{ij}_{\mu_i\tau_i} \\
R^{ij}_{\nu_i\sigma_i} & R^{ij}_{\nu_i\tau_i}
\end{array} \right] + \left[ \begin{array}{cc}
K^{ij}_{\mu_i\sigma_i} & K^{ij}_{\mu_i\tau_i} \\
K^{ij}_{\nu_i\sigma_i} & K^{ij}_{\nu_i\tau_i}
\end{array} \right]^T .
\]

(13)

In contrast to the direct excitation ansatz, here each electron in pair \(ij\) is excited to the same virtual orbital space, namely, the union \(\{\mu_i\} \cup \{\nu_i\}\), so minimization of the Hylleraas functional and the projected equation give the same variational solution.

Because \(\mu_i\) and \(\nu_i\) are not always orthogonal, linear dependencies have to be removed. Following the approach adopted in PAO methods, we eliminate the redundant vectors by canonical orthogonalization of the overlap matrix \(S\), and truncate small eigenvalues using a threshold of \(10^{-6}\). Although the active virtual-orbital space is doubled in size by addition of the cross excitation, it is comparable in accuracy to the case where the number of active virtual orbitals is doubled in the direct excitation ansatz. The detailed comparison will be shown in Sec. V.

### III. ORBITAL OPTIMIZATION IN OSV-MP2

Optimized OSVs are expected to capture as much of the electron correlation as possible with a given number of virtual orbitals. In our previous paper, we generated sets of OSVs by means of singular-value decomposition (SVD) of the diagonal amplitudes

\[
\sum_{\mu_i} C_{\mu_i\lambda_i}^{(i)} \phi_{\lambda_i}^{(i)} = T_{ab}^{ii} = \frac{K_{ab}^{ij}}{2\epsilon_i - \epsilon_a - \epsilon_b},
\]

where \(\epsilon_i\), \(\epsilon_a\), and \(\epsilon_b\) are orbital energies. When localized orbitals are used for occupied or virtual orbitals, the orbital energies are replaced by diagonal elements of the Fock matrix. Although this provides a reasonable guess, SVD does not necessarily yield optimal OSVs, and in addition, becomes a bottleneck for large systems as will be shown in Sec. IV. The use of optimal OSVs can also be expected to stabilize the numerics, and this is borne out by the calculations presented below.

In this paper, we optimize the shapes of OSVs, i.e., their orbital coefficients, by minimizing the Hylleraas functional in Eq. (4) or (5) with respect to both amplitudes and orbital coefficients of OSVs. The rotations mixing the active and secondary virtual orbitals \(\{\psi_p\}_{p \in \mu_i, \bar{\mu}_i}\) are parametrized as

\[
|\psi_{\sigma_i}\rangle = \sum_{p \in \{\mu_i, \bar{\mu}_i\}} |\psi_p\rangle U_{p\sigma_i},
\]

where \(U(X) = \exp(X)\) and where \(X\) is anti-hermitian: \(X = -X^\dagger\). Because the Hylleraas functional is invariant to rotations within the active or within the secondary virtual space, the rotation parameters of diagonal blocks \(X_{\mu_i\sigma_i}\) and \(X_{\nu_i\sigma_i}\) are redundant and set to be 0. To optimize the orbital coefficients, we use the augmented hessian method in which the Hessian at the reference point \(X = 0\) consists of four blocks

\[
H = \begin{pmatrix}
H_{XX} & H_{XT} \\
H_{TX}^T & H_{TT}
\end{pmatrix},
\]

where

\[
H_{X_{\mu_i\sigma_i},X_{\nu_i\tau_i}} = \frac{\partial^2 J}{\partial X_{\mu_i\sigma_i} \partial X_{\nu_i\tau_i}^{\dagger}},
\]

\[
H_{X_{\mu_i\sigma_i},T_{klrs}} = \frac{\partial^2 J}{\partial X_{\mu_i\sigma_i} \partial T_{klrs}^{\dagger}},
\]

\[
H_{T_{pq},T_{rs}} = \frac{\partial^2 J}{\partial T_{pq} \partial T_{rs}^{\dagger}},
\]

and where \(p \in \{\mu_i\}, q \in \{\nu_i\}, r \in \{\sigma_i\}, \) and \(s \in \{\tau_i\}\) in the case of the dOSV ansatz, and \(p, q \in \{\mu_i, \nu_i\}\) and \(r, s \in \{\sigma_k, \tau_l\}\) in the case of the fOSV ansatz.

From a technical point of view, the situation is closely analogous to the optimization problem in multiconfigurational self-consistent field theory, but here the number of orbital rotation parameters greatly outnumber the linear parameters because there are many sets of virtual orbitals to be optimized. The \(H_{TT}\) block is diagonal dominant and needs only the diagonal elements \(H_{T_{pq},T_{rs}}\) as a preconditioner. The OSVs are quasi-canonicalized by diagonalizing the diagonal block \((i = j)\) of the Fock matrix [Eq. (8)]. Nevertheless, some of the orbital rotation parameters are strongly coupled to each other and some non-diagonal elements of the \(H_{XX}\) block, such as \(H_{X_{\mu_i\sigma_i},X_{\bar{\mu}_i\tau_i}}\), are necessary for preconditioning. It should be noted that the orbital optimization in the full excitation ansatz suffers from intrinsic redundancies between orbital rotations and amplitudes. To remove the redundancies, we have fully diagonalized the hessian matrix and projected out small eigenvalues. Thus, the current implementation of the orbital optimization in the full excitation ansatz is impractical and limited to very small molecules, unless these redundancies are removed by using approximate Hylleraas functionals as described in the next paragraph.

In addition to full optimization, we have implemented two different simplified optimization schemes using approximate Hylleraas functionals. The first is based on the Kapuy MP2 (KMP2) approximation, which neglects non-diagonal elements of the occupied block of the Fock matrix (or rather, excludes them from the definition of the zeroth-order operator) to give

\[
J^{KMP2} = T_{\mu_i\nu_i}^{ij} \tilde{K}_{\mu_i\nu_i}^{ij} + \tilde{K}_{\mu_i\nu_i}^{ij},
\]

where

\[
\tilde{K}_{\mu_i\nu_i}^{ij} = 2K_{\mu_i\nu_i}^{ij} - R_{\mu_i\nu_i}^{ij},
\]

\[
R_{\mu_i\nu_i}^{ij} = K_{\mu_i\nu_i}^{ij} + (1 + \tilde{P}_{\mu_i\nu_i}^{ij}) \left[T_{\mu_i\nu_i}^{ij} f_{\nu_i}^{(i)} - T_{\mu_i\nu_i}^{ij} f^{ij} - T_{\mu_i\nu_i}^{ij} f^{ij} S_{\nu_i\mu_i}^{(i)}\right],
\]

and

\[
R_{\nu_i\mu_i}^{ij} = K_{\nu_i\mu_i}^{ij} + (1 + \tilde{P}_{\nu_i\mu_i}^{ij}) \left[S_{\nu_i\mu_i}^{(i)} T_{\nu_i\mu_i}^{ij} f_{\mu_i}^{(i)} - T_{\nu_i\mu_i}^{ij} f^{ij} - T_{\nu_i\mu_i}^{ij} f^{ij} S_{\nu_i\mu_i}^{(i)}\right].
\]
The KMP2-optimization expected to be an alternative to the full-optimization, i.e., it is expected that nearly optimal orbitals are obtained. The other is the diagonal MP2 (dMP2) approximation, which neglects some of the non-diagonal elements of the amplitudes \( T_{\mu \nu}^{ij} = 0 \) when \( i \neq j \):

\[
J^{\text{dMP2}} = T_{\mu \mu}^{ii} \left( \tilde{K}^{\text{dMP2}}_{\mu \mu} + \tilde{K}^{ii}_{\mu \mu} \right),
\]

(24)

where

\[
R^{\text{dMP2}}_{\mu \mu} = K^{ii}_{\mu \mu} + (1 + \tilde{P}^{\mu}_{\mu}) \times \left[ T_{\mu \mu}^{ii} F_{\mu \mu}^{ii} - T_{\mu \mu}^{ii} f^{ii} \right].
\]

In this case, the direct-excitation ansatz and full-excitation ansatz become equivalent. The dMP2-optimization expected to be an alternative to the SVD procedure.

IV. ACCELERATION OF OSV-MP2

One of the bottlenecks of the previous implementation for large systems is the SVD of the diagonal blocks of the reference amplitudes in Eq. (14), e.g., in Table I, the CPU time for the SVD (245 min) exceeds that for the OSV-MP2 solver (232 min) at a quasi-one-dimensional glycine tetradecamer (gly)14.

While the scaling of \( O(N_{\text{occ}}N_{\text{v}e}^2) \) for obtaining the SVD orbitals of canonical virtual orbitals cannot be reduced by screening due to the delocalized nature of canonical orbitals, this bottleneck can be removed by use of PAOs in Eq. (14), and substituting the eigenvalue \( \epsilon_a \) with the diagonal Fock-matrix element \( f_{aa} \). Then the \( K_{ab}^{ii} \) and (approximate) \( T_{ab}^{ii} \) are sparse and the number of relevant PAOs per localized orbital will be constant for large molecules. It should be noted that less correlation energy is captured by these PAO SVD orbitals than canonical SVD orbitals, but the difference can be recovered by optimizing the orbitals in the dMP2 scheme, as shown below. Therefore, the best strategy is to start from PAO SVD orbitals then optimize using the dMP2 approximation; the scaling and computational cost of dMP2 is considerably lower than canonical SVD, as shown in Table I.

Preconditioning for the amplitude equation has been improved. In our previous study, we had simultaneously diagonalized the overlap and Fock matrix in the space of orbital-specific virtuals for each diagonal occupied pair for preconditioning, which is similar to the idea of quasi-canonical orbitals, but still leads to relatively slow convergence for the case of direct excitation ansatz, e.g., it takes 16–20 iterations to converge within a tolerance of \( 10^{-6} \) hartree. To further accelerate the convergence, diagonal blocks of the Hessian \( H_{\mu \nu}^{ij} T_{\mu \nu}^{ij} \) are used as a preconditioner, i.e., the linear equation

\[
H_{\mu \nu}^{ij} T_{\mu \nu}^{ij} \Delta T_{\mu \nu}^{ij} = R_{\mu \nu}^{ij}
\]

(25)

is solved in each iteration. It is solved by an efficient iterative scheme, dramatically accelerating the convergence of OSV-MP2. The energy now typically converges to within \( 10^{-6} \) hartree in fewer than 8 iterations, comparable to the convergence of PAO-LMP2 with preconditioning using quasi-canonical orbitals.

In many cases, integral transformation is the most time consuming step in LMP2. The density fitting approximation has proven extremely effective for removing this bottleneck, and a linear scaling transformation algorithm can be achieved in PAO-LMP2 by exploiting sparsity of the 3-index integrals, discarding spatially distant occupied pairs, and using the local fitting approximation. The same holds for OSV-MP2, but our current implementation exploits none of these local approximations, so the bottleneck is still the \( O(N^5) \) assembly, as for canonical DF-MP2. It should be noted here, unlike the PAO-LMP2, in which active-virtual orbitals are drawn from a single set of PAOs, the OSV-MP2 utilizes as many sets of active-virtual orbitals as the number of occupied orbitals, as its name suggests, and the number of OSVs can be large. The integral transformation

\[
(i \nu | A) = \sum_p C_{\nu \nu}^{ij} (ip | A)
\]

(26)

should be performed for all \( \nu \) for which \( j \) forms an occupied pair with \( i \), and is therefore expensive for large systems. The situation is much the same as PNO correlation approaches, and some efficient truncations are required to avoid this bottleneck. We may add in passing that local fitting approximations have been implemented and will be described in a forthcoming paper.

V. RESULTS

To assess the effect of orbital optimization, we performed benchmark calculations for polyglycine and propadienone. The geometries of the polyglycine molecules that are used in this section were generated so as to extend in one-dimensional chains. All calculations have been done on a single Intel Core2Duo 3.0 GHz processor.

A. Accuracy in the correlation energies

Correlation energies of the PAO-LMP2 and OSV-MP2 give upper bounds to the true MP2 correlation energy because the energies of these are obtained by the Hylleraas functional. Therefore, the error in correlation energy is a clear measure of accuracy, and the energy monotonically decreases with the number of virtuals.

Figure 1 gives the error in correlation energy for glycine monomer with cc-pVDZ (Ref. 34) basis sets against the
FIG. 1. Errors in the MP2 correlation energy (−0.800109 $E_h$) against the number of virtual orbitals for glycine monomer with cc-pVDZ basis sets.

number of virtuals, i.e., the average pair domain sizes for PAO-LMP2 and the number of OSVs per occupied orbital for dOSV-MP2 and fOSV-MP2. Note that for fOSV-MP2 the actual active virtual-orbital space per occupied pair is doubled in size by inclusion of the cross excitations; therefore, fOSV-MP2 has roughly twice the computational cost of dOSV-MP2 and PAO-LMP2 calculations with the same number of virtual orbitals in Fig. 1. OSV(SVD-PAO) denotes OSVs obtained by singular value decomposition of diagonal blocks of reference amplitudes using PAOs, as shown in Eq. (14). OSV(opt-J$^{MP2}$) denotes that OSVs are optimized using the true Hylleraas functional.

It can be seen that OSV-MP2 is consistently more accurate than PAO-LMP2 even with the simple, non-optimal SVD orbitals. With both the direct and full excitation ansätze, the accuracy of the OSV-MP2 was much improved by optimizing OSVs; in other words, the number of virtuals necessary to get a given accuracy is reduced by optimization. This small system is nearly the maximum limit for the current implementation of orbital optimization with the fOSV-MP2 ansatz because there are remaining redundancies as described above, and an efficient algorithm to optimize simultaneously the orbitals and amplitudes has not yet been found.

Figure 2 gives the error in correlation energy for a larger system, glycine dimer, using the cc-pVTZ (Ref. 34) basis set. OSV(SVD-CMO) denotes OSVs obtained by singular value decomposition of diagonal blocks of reference amplitudes using canonical virtual orbitals [See Eq. (14)]. OSV(opt-J$^{dMP2}$) denotes that the OSVs are optimized by minimizing the approximate dMP2 Hylleraas functional of Eq. (24). The OSV(SVD-CMO) and OSV(SVD-PAO) are not identical because in Eq. (14) the eigenvalues are simply replaced by diagonal Fock-matrix elements for PAOs. OSV(SVD-CMO)-MP2 consistently gave lower energies than OSV(SVD-PAO)-MP2 for a given number of virtual orbitals, as shown in Fig. 2.

Interestingly, OSV(opt-J$^{dMP2}$) gives more-or-less the same energies as OSV(SVD-CMO), but orbital optimization based on the dMP2 ansatz is more efficient than the expensive singular value decomposition, which scales as $O(N_{\text{occ}}N_{\text{vir}}^3)$. Naturally, the fully optimized OSVs further improve these results, albeit at considerable computational cost.

Figure 3 and Table II give the error in correlation energy and the CPU time for the orbital optimization, respectively, for larger polyglycine molecules up to the hexamer with the cc-pVTZ basis. OSV(opt-J$^{KMP2}$) denotes the OSV that is optimized by using the approximate Hylleraas functional in Eq. (20).

The number of OSVs was 60 for all calculations. Figure 3 shows that errors remained below 1% for

FIG. 2. Errors in the MP2 correlation energy (−1.756307 $E_h$) against the number of virtual orbitals for glycine dimer with cc-pVTZ basis sets.

FIG. 3. Error in correlation energy with OSV(opt-J$^{dMP2}$), OSV(opt-J$^{KMP2}$), and OSV(opt-J$^{MP2}$) for (gly)$_n$, $n=1−6$. The number of active virtuals $\psi_{\mu i}$ is 60 and constant for all the calculations.
OSV(opt-J$^\text{KMP2}$) and OSV(opt-J$^\text{MP2}$), and below 2% for OSV(opt-J$^\text{dMP2}$). The errors rapidly saturate for large molecules due to the spatial locality of electron correlation. The error in correlation energy changed by only 0.01% between the pentamer and hexamer for OSV(opt-J$^\text{KMP2}$), and by 0.03% for OSV(opt-J$^\text{dMP2}$). This indicates that the errors of OSV(opt-J$^\text{MP2}$) and OSV(opt-J$^\text{KMP2}$) are saturated somewhat more rapidly than those of OSV(opt-J$^\text{dMP2}$).

As shown in Table II, the CPU time for orbital optimization is greatly reduced by the use of the KMP2 approximation, which neglects non-diagonal elements of the occupied block of the Fock matrix in the Hylleraas functional. The errors for OSV(opt-J$^\text{KMP2}$) are close and almost parallel to those for OSV(opt-J$^\text{MP2}$). The CPU time for the augmented-hessian eigenvalue equation solver of OSV(opt-J$^\text{KMP2}$) scales with system size as $O(N^{2.2})$ while that of OSV(opt-J$^\text{MP2}$) scales as $O(N^{2.8})$. This is because the most expensive step in OSV(opt-J$^\text{MP2}$) of $O(N_{\text{occ}}N_{\text{vir}}^2)$ is reduced to $O(N_{\text{occ}}N_{\text{OSV}}^3)$ by the KMP2 approximation. Therefore, OSV(opt-J$^\text{KMP2}$) is an efficient alternative to OSV(opt-J$^\text{MP2}$), or can be used to obtain a close initial guess for the more accurate method. The integral transformation step scales steeply as $O(N^{4.0})$ and becomes a bottleneck in OSV(opt-J$^\text{KMP2}$) for large systems, although as mentioned earlier, this bottleneck can be essentially removed through exploiting integral sparsity.

### B. Potential energy curves

While the error in correlation energy is a good measure of accuracy of the approximations, relative energies of different geometries or states are obviously of greater practical importance.

Figure 4 shows potential energy curves for dissociation of the CH$_2$C=CO molecule by the dOSV-MP2 and fOSV-MP2 methods using various types of OSVs. Each geometry was optimized at the MP2/cc-pVDZ level with frozen C=C bond length. The energies relative to the dissociation limit are shown in kcal/mol. The true MP2 curve was nicely reproduced by the dOSV-MP2 method, using fewer than half the number of virtual orbitals ($N_{\text{OSV}} = 25$ cf. $N_{\text{vir}} = 52$), with errors in dissociation energy of 1.4 and 4.0 kcal/mol using OSV(opt-J$^\text{MP2}$) and OSV(SVD-CMO) virtuals, respectively.

In Ref. 24 it was shown that PAO-LMP2 exhibits a discontinuous potential energy curve for this system. Although the discontinuity problem seemed to be fixed by OSV-MP2 in our previous study, it reappears for dOSV-MP2(SVD-CMO) and fOSV-MP2(SVD-CMO) when the extremely small number of active virtualorbitals were used, i.e., the calculations with $N_{\text{OSV}} = 2$. These energy jumps occur when SVD eigenvalues cross and where only one of the two degenerate eigenfunctions are included in the OSV space. However, the potential energy curves of OSV(opt-J$^\text{MP2}$)-MP2 are continuous by definition, and even with this small number of virtuals was surprisingly parallel to the true MP2 curve. The most stable bond lengths at HF, MP2, and OSV(opt-J$^\text{MP2}$)-MP2 with $N_{\text{OSV}} = 2$ were 1.29, 1.34, and 1.33 Å, respectively.

### VI. SUMMARY

Orbital-specific virtual MP2 has been improved by optimizing the virtual orbitals. In our previous study, OSVs for occupied orbital $i$ were generated by SVD of the diagonal block of reference amplitudes, $T_{ii}$. Here we have simultaneously optimized amplitudes and OSVs by minimizing the MP2 Hylleraas functional or approximations to it that neglect various coupling terms. In addition, we have accelerated the OSV-MP2 solver by implementing the method with density-fitting and with a new preconditioner for dOSV-MP2. The simple SVD step, which is a bottleneck in our previous method, has been replaced by efficient dMP2 optimization. Accuracy in the correlation energies of the polyglycine molecules is considerably improved by use of MP2-optimized orbitals.
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