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An Integrated Road Construction and Resource Planning Approach to the Evacuation of Victims From Single Source to Multiple Destinations

J. W. Wang, W. H. Ip, and W. J. Zhang

Abstract—This paper presents our study on the emergency resource-planning problem, particularly on the development of a new approach to resource planning through contraflow techniques with consideration of the repair of damaged infrastructures. The contraflow technique is aimed at reversing traffic flows in one or more inbound lanes of a divided highway for the outbound direction. As opposed to the current literature, our approach has the following salient points: 1) simultaneous consideration of contraflow and repair of repair of roads; 2) classification of victims in terms of their problems and urgency in sending them to a safe place or place to be treated; and 3) consideration of multiple destinations for victims. A simulated experiment is also described by comparing our approach with some variations of our approach. The experimental results show that our approach can lead to a reduction in evacuation time by more than 50%, as opposed to the original resource operation on the damaged transportation network, by and about 20%, as opposed to the approach with resource replanning (only) on the damaged network. In addition, the multiobjective optimization algorithm to solve our model can be generalized to other network resource-planning problems under infrastructure damage.

Index Terms—Evacuation, resource planning, road construction, transportation system.

I. INTRODUCTION

A. Background and Motivation

Modern transportation systems are networked systems with high sophistication. Highly sophisticated networking can cause problems, despite the great benefits that they can bring to humanity. One of the problems with such transportation systems is that they tend to be vulnerable when, in particular, the system is subject to incidents or accidents. It is then reasonable to assume that in an emergency situation, roads may be damaged. In this paper, we discuss the resource-planning problem for emergency evacuation of victims under situations where roads are partially damaged. More specifically, we consider a scenario that is described by the following features: 1) There are human victims with different categories in an area; 2) these victims need to be evacuated to safe places, respectively, i.e., some to safe place A and other to safe place B; and 3) a network transportation system is damaged to a certain degree due to earthquake, hurricane, or any other cause, and the time to repair the damaged system may be within the length of evacuation time.

The above scenario is practical based on our own experience and observations. For example, a victim that needs CT scan fails to be sent to the CT scan equipment center 2 h late, and the victim actually dies. In the blizzard in Saskatoon, SK, Canada, in 2006, the recovery of the road around Central Avenue and Preston, which was in fact the only one, played an important role in the evacuation of victims.

One salient point in our approach to emergency evacuation in the above scenario is that we will consider both construction of new roads or the repair of damaged roads and the rerouting of resources to transport victims to safe places, as opposed to the current literature where resource planning and infrastructure building are generally separately conducted. We call our approach an integrated approach to road construction and resource planning to emergency evacuation.

Emergency evacuation in a public transportation system may be relatively new. Therefore, in Section I-B, we will first give a description or definition of the transportation system in light of our purpose.

B. Transportation Systems

We view a transportation system as having the following two levels: 1) the infrastructure level and 2) the substance or object level; in particular the substance level includes the substance that “flows” over the infrastructure. We view them as the subsystems of an entire transportation system, namely, the transportation infrastructure (TI) system and transportation substance (TS) system. They are, however, related to each other by the constraint that the TS system depends on the TI system or that the TS must “flow” within the TI system. The flow of TS follows certain constraints, which are called “traffic rules.” The dynamics of the transportation system are determined by the flow of TS under the constraints of these rules.
The transportation system is a service system that has the notions of demand and supply. The demand can be generally defined as moving a part of TS, \(i = 1, 2, \ldots, n; n \) is the number of TS, \(i\)'s from one place (A) to another place (B) within a time denoted by \(T_i(A \rightarrow B)\) [see Fig. 1(a)]. Places A and B are a part of a transportation system, particularly its TI system. Further, at one time, e.g., \(t\), the demand may be more than one [see Fig. 1(a), where there is a demand from place C to place D at time \(t\) along with the demand from place A to B]. In Fig. 1(a), we show a logical level of the transportation system at time \(t\), and in Fig. 1(b), we show a possible scenario at the physical infrastructure level where the two transportation tasks (A to D; A to B) may share one segment (E to F) in the transportation system. Such sharing essentially means that planning the movement of substances becomes extremely difficult. In this paper, the result of resource planning in an emergency situation is a set of TSs, which is denoted by \(\{TS\}\). Sometimes, it is also called a flow pattern.

The supply of service is made with resources, such as vehicles, and infrastructures, such as roads. One of the road-construction issues related to infrastructure is road network structure (or configuration of roads). In this paper, the result of road construction is a set of TIs, which is denoted by \(\{TI\}\).

In a normal situation, the configuration of infrastructure is fixed, i.e., the road is constructed first, and then, vehicles are put into use on the road. In a normal traffic situation, the road configuration construction and resource planning are two separate activities; in particular, resource planning is done at the stage where the road is in use or in operation. However, in an emergency situation or in a situation where the TI is partially damaged (e.g., some roads are damaged in disasters and are no longer available for mass transportation), the road construction and resource planning may turn out to be integrated (i.e., two activities of the determination of \(\{TI\}\) and \(\{TS\}\) take place simultaneously).

For example, when a component of the transportation system is damaged, we need to consider whether the “maximum” capacity of the remaining TIs can still satisfy the demand. If not, we have to construct the road infrastructure (i.e., adding new roads or repairing the damaged roads), namely, changing the \(\{TI\}\). It is also possible that through resource replanning on the remaining system, namely, changing the \(\{TS\}\), the demand can simply be satisfied. Further, it may be the case that both road construction and resource planning are considered together (i.e., on one hand, we add new roads or repair damaged roads, while on the other hand, we replan the resources). This last case is aimed at changing \(\{TI\}\) and \(\{TS\}\) simultaneously, which makes sense in the so-called integrated approach to emergency evacuation. Hereafter, in this paper, this approach is termed the TI–TS emergency evacuation.

C. Objectives of Our Study and Organization of This Paper

In the study presented in this paper, our objective was to develop a model that can allow representing the following: 1) the integrated road reconstruction and resource-planning strategy for emergency evacuation (TI–TS emergency evacuation) of victims from one single place to multiple destinations according to a victim’s special requirement; 2) different categories of victims with different evacuation demands; and 3) different optimal flow patterns for different categories of victims with the contraflow technique.

The remainder of this paper is organized as follows. Section II will present a conceptual model of our problem. In Section III, we present a mathematical model, followed by a detailed discussion of a three-layer method to solve this model. It is noted that according to Kim and Shekhar [1], the planning problem here is an NP-complete problem. Therefore, our algorithm for planning (second layer in the whole method) is an intelligent evolutionary computing algorithm, namely, particle swarm optimization (PSO). Section V presents an example to demonstrate the effectiveness of our approach. Section VI gives some discussion of related work. Section VII presents a conclusion with some discussion.

II. Conceptual Model of the Problem

A. Transportation System

In the problem that we consider here, there is one place in a dangerous area (single source) where there are a few categories of victims who are to be evacuated. There are also a few different categories of safe places to which the victims are to be sent. Our problem can be called a “single-source–multiple-destinations” (SSMD) problem. There is a traffic network between the source and the destinations. The traffic network system is composed of a set of places and a set of roads (see Fig. 2). Each place has a capacity and an initial occupancy. The capacity of a place is defined as the maximum number of people who can stay in the place. The initial occupancy of a place is the number of residences who are to be evacuated. Each road...
A road has lanes that have either directions and are grouped in terms of their directions, i.e., there are two groups. Each group of lanes forms one edge in the context of graph or network. In Fig. 2, edge 1 → 2 is a group of lanes with the same direction in road 1–2, and edge 2 → 1 is another group of lanes with the opposite direction in road 1–2. We further consider the case that a road has lanes that have all in one direction as a special case of the general case that a road has lanes that have opposite directions, e.g., road 3–4 in Fig. 2. Each lane has a capacity and a travel time. The capacity of a lane is defined as the number of evacuees per unit period, which is prescribed or given. Each edge also has a capacity and a travel time. The capacity of an edge is the sum of those of the lanes in this edge. The travel time of an edge is equal to the travel time of each lane in this edge.

B. Evacuation Demands

The victims on the source place are ranged into different categories based on their characteristics. The destination places are also classified into different categories according to the categories of the victims that they receive. We label the different categories of victims with different evacuation priorities. Different categories of victims have different evacuation demands, as shown in Fig. 3: 1) The victims of the same category will be evacuated to the corresponding destinations; for instance, the victims who are injured need to be sent to the hospital, and the victims without injury need to be sent to their places of residence, and 2) the victims with higher priority will be evacuated earlier, e.g., the injured victims need to be evacuated first.

C. Integrated Road Construction and Resource Planning: TS-TI

In this paper, we consider the road reconstruction along with the resource replanning. Further, a road is associated with the following attributes: 1) edge capacity; 2) lane capacity; and 3) place capacity. We consider the reconstruction of roads as restricted by the following conditions: 1) Only one lane can be added into a remaining damaged transportation network; 2) the new lane $i \rightarrow j$ falls into the edge domain of the original transportation network; 3) the travel time of the new lane $i \rightarrow j$ is the same as the original travel time $t_{ij}$ of the lane $i \rightarrow j$ in the original transportation network; and 4) the capacity of the new lane is a constant (this constant can be different from those for other lanes).

The resource planning of the transportation system is meant to determine such parameters as travel time and the number of lanes in one direction for a particular road. Our problem here is to plan the flow pattern of the transportation network. To meet the demand to transport the different categories of victims, we need to plan the flow pattern first for the victims of the first category, then for the victims of the second category, and so on. If there are $Q$ categories of victims, the planning of the flow pattern will be divided into $Q$ periods. During the $k$th period, the $k$th category has the highest priority to use the transportation network; furthermore, the other categories will be evacuated concurrently when there is extra transportation capacity. In this case, there will be $Q$ flow patterns of the transportation network during the evacuation process, as shown in Fig. 4. Usually, the best flow patterns for the victims of different categories are different, and hence, the flow pattern planning is dynamic. The setup time of the flow pattern is not considered here for simplicity.

It is worth stressing the point that road reconstruction only takes place in disaster situations where, in particular, a road network system is partially damaged. The situation of the intact road network is considered as a special case of the general situation we consider here. Furthermore, a need to construct new roads also arises due to a sudden increase in transportation demands in a particular region or regions such that the existing TI is over its capacity.

Furthermore, the road reconstruction and resource-replanning activities must be carried out concurrently to render a transportation performance that is both optimal and feasible. The optimal performance means that the cost of a proposed construction and planning is minimal, while the feasible performance means that a particular plan (or particular TS system) can be realized by a given physical structure of the transportation system (or a given TI system).

III. MATHEMATICAL MODEL OF THE PROBLEM

We represent the state of road in terms of edges, as shown in Fig. 5. In this figure, $d_1$, $d_2$, $d_3$, and $d_4$ represent four states with corresponding edge patterns associated with each of them. For the $k$th $(1 \leq k \leq Q)$ flow pattern, we add the information...
of the place (i.e., \(i, j\)) to Fig. 5, resulting in Fig. 6. We introduce variable \(x_{ij}^k\) to represent the information of edge \(i \rightarrow j\) during the \(k\)th period; in particular, \(x_{ij}^k = 1\) represents the flow from \(i\) to \(j\), and \(x_{ij}^k = 0\) represents the flow from \(j\) to \(i\). As such, the state of road connecting place \(i\) and place \(j\) during the \(k\)th period can be expressed by \((x_{ij}^k, x_{ji}^k)\); in particular, the four states of the road are represented by \((x_{ij}^k, x_{ji}^k)\), as shown in Fig. 6. It should be noted that when the travel times and capacities of the two edges in one road are different, the pattern in Fig. 6. It should be noted that when the travel times and capacities of the two edges in one road are the same, the pattern \(d_1\) and the pattern \(d_4\) are different. Only when in the special case that the travel times and capacities of the two edges in one road are the same, the pattern \(d_1\) and the pattern \(d_4\) have the same transportation ability. This has implied the need for the consideration of the four flow patterns (instead of three patterns considered by Kim and Shekhar [1]) in an emergency situation.

For the evacuation of victims from a source place \(s\) to a destination place \(d\), the flow pattern of the roads associated with these two nodes should be ones that are shown in Fig. 7. In this figure, we show that for the source place, all flows must be outgoing, and for the destination node, all flow must be incoming. It should be noted that when we plan the flow pattern for the victims of the first category, only the destinations of the first category are regarded as the destinations, and the destinations for the victims of the other categories are regarded as the common places.

Let us use “node” for place and “arc” for edge. A particular transportation system has \(m\) nodes and \(n\) directed arcs. As such, a transportation system can be represented as a directed graph denoted by \(G\) and \(G = (N, A)\). A flow pattern or configuration is defined as a snapshot of the network \(G\), starting from the transportation or evacuation task to the completion of the task. Each node has a capacity and an initial occupancy. Each arc also has a capacity and a constant travel time. Next, we will give definitions about the evacuation time in our problem.

The individual evacuation time of one evacuee \((ET_i, where \(i\) stands for this evacuee) is defined as a period of time from the moment when the first evacuee in the crowd leaves from a source node to the moment when evacuee \(i\) arrives at a destination node.

The total evacuation time of the \(k\)th category victims \((TET_k)\) is defined as a period of time from the moment when the first evacuee of the first category leaves from a source node to the moment when the last evacuee of the \(k\)th category arrives at a destination node. The mathematical expression of \(TET_k\) will be given in Section III-B.

The average evacuation time of \(k\)th category \((AET_k)\) is defined as

\[
AET = \frac{1}{Q} \sum_{k=1}^{Q} \sum_{i=1}^{q_k} ET_i / q_k.
\]  

Based on the definitions above, we can add a horizontal coordinate to Fig. 4, resulting in Fig. 8.

Assume that at the beginning, there are several categories of victims on a certain node. With consideration of the priorities of different categories of victims, the objective of evacuation planning is to find flow patterns to minimize the total evacuation time of the \(k\)th category victims \((k = 1, 2, \ldots, Q)\), i.e., \(TET_k\), based on minimizing the \(TET_{k-1}\).

A. Variable Definition

\[G = (N, A)\] directed network with \(N\) being the set of nodes and \(A\) being the set of arcs (static network);

\[m = |N|\] number of elements in set \(N\);

\[n = |A|\] number of elements in set \(A\);

\[c_{ij}\] capacity of arc \((i, j)\);

\[\lambda_{ij}\] travel time of arc \((i, j), \forall(i, j) \in A\);

\[a_i\] node capacity, number of evacuees that can stay in node \(i\);

\[S\] source node;

\[Q\] category number of evacuees;

\[q_k\] initial number of evacuees of \(k\)th category in node \(s, k = 1, \ldots, Q\);

\[pred(i) = \{j|(j, i) \in A\}\] predecessors of node \(i\);

\[succ(i) = \{j|(i, j) \in A\}\] successors of node \(i\);
set of destinations that receive the evacuees of \( k \)th category, \( k = 1, 2, \ldots, Q \); 
\( D \) set of destinations, \( D_k \subset D \), \( k = 1, 2, \ldots, Q \); 
\( G_T = (N_T, A_T) \) time expansion of \( G(N, A) \) over a time horizon \( T \), where \( T \) is the predetermined upper bound of the total travel time; 
\( N_T \) = \( \{ i(t) | i \in N; t = 0, 1, \ldots, T \} \); 
\( A_T \) set of arcs over a time horizon \( T \); 
\( d \) super destination node; 
\( f_{ij}(t) \) flow (number of evacuees) of \( k \)th category that leave node \( i \) at time \( t \) and reach node \( j \) at time \( t + \lambda_{ij} \), \( \forall j \in A \), \( k = 1, \ldots, Q \); 
\( y_i(t+1) = \sum_{d=1}^{\infty} f_{i\langle d(t),t\rangle} \forall i \in N \), \( t = 0, \ldots, T \); number of evacuees who prefer to stay in the node \( i \) at time \( t \) for at least one unit time; 
\( x_{ij}^k \) state of flow from \( i \) to \( j \) on the arc \((i, j)\) during the \( k \)th period, \( k = 1, \ldots, Q \); 
\( (x_{ij}^k, x_{ji}^k) \) flow pattern between the node \( i \) and \( j \) during the \( k \)th period, \( k = 1, \ldots, Q \); 
\( F(k) = \{ (x_{ij}^k, x_{ji}^k) | (i, j) \in A \} \); flow pattern of the network during the \( k \)th period, \( k = 1, \ldots, Q \); 
\( z_{ij}^k \) add one lane \( i \rightarrow j \), whose capacity is \( C_{add} \), to arc \((i, j)\) during the \( k \)th period, \( (i, j) \in A \), \( k = 1, \ldots, Q \); 
\( C_{add} \) capacity of the new lane added into \( A \).

The decision variables of this model are \( F(k) \) and \( z_{ij}^k \).

### IV. Solving the Model

Our proposed method of solving the model [see (3)–(18), shown at the bottom of the page] is an algorithm with three layers (i.e., upper layer algorithm, middle-layer algorithm, and lower layer algorithm), which are further coupled, as shown in Fig. 9. In each round of iteration, the upper layer algorithm will need to call the middle-layer algorithm, and the middle-layer algorithm will need to call the lower layer algorithm. The
lower layer algorithm, which is called priority-based minimum cost multicommodity flow (P-MCMF) algorithm, is aimed at seeking the minimum flow time for multicommodities given a flow pattern. The middle-layer algorithm takes an evolutionary-computing algorithm, which is called PSO, to find the best flow pattern in a given designed transportation network. The upper layer algorithm is aimed at finding the best design result for the damaged transportation network, and it takes an enumeration algorithm (EA) since the solution space is limited. The three-layer algorithm will be discussed in detail in the following sections.

A. Lower Layer Algorithm

Our problem is, in essence, a problem of P-MCMF. This problem has been studied in the operations research area, and there are many algorithms that have been developed [2], e.g., the basis partitioning method [3], the resource-directive method [4], the price-directive method [5], the primal-dual method [6], the approximation method [7], the interior-point method [8], the convex programming method [9], and heuristics [10]. However, the following two issues remain if these algorithms are used for our model: 1) The existing MCMF algorithm is designed for a static network with no restriction of the node capacity, and 2) the existing MCMF algorithm is designed with no consideration of priorities.

The first issue can easily be resolved by converting the original traffic network into a time-expanded network (TEN). For the second issue, because there are different priorities for different kinds of people and the flow pattern cannot be changed during one period, the flow-pattern optimization has to be taken as a multiperiod problem. During one period, the optimization of the evacuation time is similar with the minimum cost flow problem. Nevertheless, we still cannot use any existing minimum cost flow algorithm directly as the lower layer algorithm for the following reasons: 1) More than one category of victims may need to be evacuated to some safe destinations, and 2) the victims of different categories have different priorities. Therefore, we designed a P-MCMF algorithm as the lower layer algorithm.

The main ideas of the P-MCMF algorithm are given as follows: 1) During the kth period of the evacuation process, evacuate all the kth category victims as soon as possible, which has the same function as any existing minimum cost flow algorithm; 2) at the same time, the k′th category victims (k′ = k + 1, . . . , Q) categories are evacuated as much as possible. This second idea further means that the transportation network may have an ability to evacuate k′th category victims when evacuating the kth category victim. The details of the P-MCMF algorithm are expressed in Fig. 10.

From the lower layer algorithm, we can get \( TET_k' \), \( AET_k' \), and \( q_{k'} \) (k′ = k + 1, . . . , Q). Here, \( q_{k'} \) refers to the number of k′th category victims that have not been evacuated after the kth period. It is obvious that \( q_{k'} \) is not larger than \( q_k \), and \( TET_k' \) can be expressed by

\[
TET_k' = TET_k - TET_{k-1}. \tag{19}
\]

\( AET_k' \) refers to the AET of the \( q_k' \) victims of the k′th category, which is evacuated from \( TET_{k-1} \) to \( TET_k \). The block “Update TEN” has the following two operations: 1) updating the capacity matrix and 2) updating the destination nodes.

It should be noted that MCF-I and MCF-II are different. MCF-I is an existing classic minimum-cost-flow algorithm, e.g., the dual ascent algorithm, which is used to evacuate the kth category victims whose number is \( q_k \) and get the evacuation time, including AET and TET. MCF-II is used to calculate the numbers of victims of k′th category (k′ = k + 1, . . . , Q) that can be evacuated during the kth period. The differences between MCF-I and MCF-II are listed as follows: 1) There is a vector in MCF-II, which is labeled as \( f_{\text{exist}} \), to record the flows that have been on the transportation network, which means that the capacity of the edges decreases, and 2) the maximum time in MCF-II, namely, the number of time units of the TEN, is fixed, which is equal to TET derived by MCF-I, and MCF-II is used to calculate the number of victims of the k′th category (k′ = k + 1, . . . , Q) that can be evacuated within the maximum time.

B. Middle-Layer Algorithm

As mentioned in Section I-C, the planning problem in this model is an NP-complete problem. As a result, intelligent optimization algorithms, such as genetic algorithm (GA), simulated
annealing (SA), Tabu search (TS), and PSO, are potential options as the middle-layer algorithm. Furthermore, the fitness value of the middle algorithm, namely, the minimum evacuation time, must be obtained by calling the lower layer algorithm, which will cost much running time. To our previous experience, GA is relatively slow in getting the global optimum. SA and TS, as individual-based algorithms, trend to get into the local optimum. Therefore, we choose the PSO algorithm to get a tradeoff between exploration and exploitation in this problem.

The PSO algorithm was first developed by Kennedy and Eberhart based on the simulation of a simplified social model [11]–[13]. The algorithm has attracted increasingly more attention [14]–[17]. The standard PSO algorithm can be explained as follows.

A swarm being made up by \( m \) particles searches a \( D \)-dimensional problem space. Each particle is assigned a randomized velocity and a stochastic position. The position represents the solution to the problem: when each “flying” particle is attracted by a good location achieved by the members in the whole swarm or the members in the neighborhood. The position of the \( i \)th particle is represented as \( x_i = (x_{i1}, \ldots, x_{id}, \ldots, x_{iD}) \), and its velocity is represented as \( v_i = (v_{i1}, \ldots, v_{id}, \ldots, v_{iD}) \), where \( 1 \leq i \leq m, 1 \leq d \leq D \). The best previous position of the \( i \)th particle, namely, the position with the best fitness value, is represented as \( p_i = (p_{i1}, \ldots, p_{id}, \ldots, p_{iD}) \), and the index of the best particle among all the particles in the population (or in the neighborhood) is represented by the symbol \( g \). Each particle updates its velocity and position according to the following equations:

\[
\begin{align*}
v_{id}^{k+1} &= \omega v_{id}^k + c_1 \xi (p_{id}^k - x_{id}^k) + c_2 \eta (p_{g_d}^k - x_{id}^k) \\
x_{id}^{k+1} &= x_{id}^k + v_{id}^{k+1}
\end{align*}
\]

where \( \omega \) is the inertia weight that determines how much current velocity that a particle holds in the next iteration. A suitable selection of inertia weight can provide the particles with a balance between the ability of exploitation and exploration. \( c_1 \) and \( c_2 \) are learning factors, which are also called acceleration constants, which are two positive constants. Learning factors are usually equal to 2, while other settings can also be seen in the literature [15]. \( \xi \) and \( \eta \) are pseudorandom numbers, and they obey the same homogeneous distribution in the range \( [0, 1] \).

The velocity of a particle is limited in the range of \( V_{max} \). \( V_{max} \) is set to be the range of each dimension variable and is used to initialize the velocity of particles without selecting and tuning in detail in the experiments. The running of the PSO is quite similar to evolutionary algorithms such as GA, including initialization, fitness evaluation, update of velocity and position, and testing of the stop criterion.

The standard PSO algorithm is for the continuous variable-optimization problem. The PSO algorithm for the discrete variable problem can be found in [17] and [18]. Our problem is a discrete variable problem, and therefore, we apply the discrete PSO algorithm. Details of the PSO for our problem include 1) encoding, 2) update formula, and 3) stop criterion, and they are given as follows.

**1) Encoding:** Encoding is used to design the representation of the position of a particle. Let

- \( n_R \) number of roads in the transportation network;
- \( n_s \) number of roads linked to the source node which is equal to the number of arcs \( (s, i) \in A \);
- \( n_k \) number of roads linked to the destination node which is equal to the number of arcs \( (i, j) \in A, j \in D_k, k = 1, 2, \ldots, Q \).

The number of roads whose flow patterns are unknown is represented as follows:

\[
L = n_R - n_s - n_k.
\]

The position of particle \( i \) is represented as

\[
x_i = (x_{i1}, \ldots, x_{ij}, \ldots, x_{iL}), \quad 1 \leq j \leq L
\]

where \( x_{ij} \in \{0, 1, 2, 3\} \), which will be explained further later in this paper.

There is a conversion between the encoding space and the solution space, which is illustrated in Fig. 11. In Fig. 11, the left part is the code, and the right part is the flow pattern of a road. The mapping function is self-explained in the figure.

**2) Update Formulas:** The position vector of a particle is composed of integers, and therefore, the update formula of the position and the velocity is designed as follows:

\[
\begin{align*}
v_{ij}^{k+1} &= \begin{cases} 
\text{Int} \left( \omega v_{ij}^k + c_1 \xi (p_{ij}^k - x_{ij}^k) + c_2 \eta (p_{gj}^k - x_{ij}^k) \right) & , \gamma \leq c_0 \\
\text{Int} \left( \omega v_{ij}^k + \text{Random}(0,4) \right) , & r > c_0
\end{cases} \\
x_{ij}^{k+1} &= \lfloor x_{ij}^k + v_{ij}^{k+1} \rfloor \mod (4)
\end{align*}
\]

where \( \text{Int}(\cdot) \) is the function to get the integer part of \((\cdot)\), \( c_1 \) and \( c_2 \) are learning factors, which are two positive constants, \( \xi, \eta, \gamma \in U[0,1] \), which are pseudorandom numbers that obey the same homogeneous distribution in the range \([0, 1]\), and \( c_0 \) is a constant in \([0, 1]\), which is used to decide the update mode of the velocity. The formula in (24) indicates that when a random number \( \gamma \) is not greater than \( c_0 \), the velocity is updated according to the traditional mode, which is described as follows:

\[
v_{ij}^{k+1} = \text{Int} \left( \omega v_{ij}^k + c_1 \xi (p_{ij}^k - x_{ij}^k) + c_2 \eta (p_{gj}^k - x_{ij}^k) \right).
\]
When \( \gamma \) is greater than \( c_0 \), the velocity is updated according to the random mode, which is given as follows:

\[
v_{ij}^{k+1} = \text{Int} \left( \omega v_{ij}^{k} + \text{Random}(0, 4) \right)
\]

(27)

where \( \text{Random}(0, 4) \) is a random generator between 0 and 4. Further, the mod number is used to prevent the particle from flying out of the boundary. The absolute value of \(| \cdot |\) is used to keep the position nonnegative.

3) Stop Criterion: A positive integer \( NG \) is taken as the maximum iteration number. If the iteration number is greater than \( NG \), the algorithm is stopped. \( NG \) is set based on trial-and-error for a particular problem.

The entire procedure of the algorithm has the following steps.

Step 1) Set \( c_1 \), \( c_2 \), and \( c_0 \). Initialize a swarm including \( m \) particles with random positions inside the solution space. \( x^* \) is the best solution, and \( f(x^*) \) is the best fitness value.

Step 2) Call the P-MCMF algorithm to evaluate the fitness of each particle. The index of the one that gets the best fitness is set as \( g \). The position and fitness of the particle \( g \) are used to update \( x^* \) and \( f(x^*) \).

Step 3) Update the velocity and position of particles according to (24) and (25).

Step 4) If the stop criterion is satisfied, the algorithm ends; otherwise, go to Step 2).

C. Upper Layer Algorithm

The upper layer algorithm is to find the best design result by adding one lane to some edge in the damaged transportation network. It is obvious that the solution space is limited. Therefore, an EA can be taken as the upper layer algorithm, which is illustrated in Fig. 12.

At the beginning, \( AET_k \) and \( TET_k \) are set as the biggest integers in a 32-bit computer. The block “Update \( AET_k \) and \( TET_k \)” is taken according to (19).

V. EXAMPLE

A. Problem Description

Fig. 13 illustrates an original transportation system that has seven places. The capacity of each place is represented by a bracket “\{\}” (see Fig. 13), e.g., the capacity of place 1 is 120. Further in Fig. 13, the “-” in the bracket adjacent to places 6 and 7 means that places 6 and 7 are the shelters (i.e., their capacities are unlimited). The road and edge are expressed by the connection between places (see Fig. 13). Both capacity and travel time of the edge are indicated on the arc by a parenthesis “( )”, e.g., edge \( 1 \rightarrow 2 \) has travel time 2 and capacity 1, and edge \( 2 \rightarrow 1 \) has travel time 2 and capacity 2 (see Fig. 13). The time unit in the example is minute, which is omitted in the following paragraphs.

Further in this evacuation problem, place 1 is a source node, and places 6 and 7 are two sink nodes. Place 1 has two categories of evacuees, namely, the number of the victims in the first category is 15, and the number in the second category is 93.

The victims in the first category must be evacuated to place 6, and the victims in the second category must be evacuated to place 7. Fig. 14 represents the evacuation situation on the transportation network that has been partially damaged by losing the edge \( 4 \rightarrow 5 \).

The design here is to add one lane on the damaged system. The new lane \( i \rightarrow j \) falls into the edge domain of the original transportation system, and the travel time of the new lane \( i \rightarrow j \) is the same as the original travel time \( t_{ij} \) of the edge \( i \rightarrow j \).
in the original transportation network, as explained in Section II-C. The capacity of the new lane is 2. Further, according to the constraint equations in (16) and (17), we have already known that the flow patterns for edges (1, 2), (1, 3), (4, 6), and (6, 7) during the first evacuation period should be ones that are shown in Fig. 15, and the flow patterns for edges (1, 2), (1, 3), (5, 7), and (6, 7) during the second evacuation period should be ones that are shown in Fig. 16. This implies that these edges are no longer a decision variable.

In the experiment, we consider the following four different methods of evacuating: 1) damaged transportation network without any modification and planning; 2) predefined networks in which the flow patterns of those edges connecting from the source node to the destination nodes are set as those in Figs. 15 and 16; 3) transportation network with flow pattern planning but without design; and 4) transportation network with integrated design and flow pattern planning.

In our method of solving this problem, we have the following settings: 1) The swarm size in PSO $m = 5$; 2) the maximum iteration number in PSO $N_G = 10$; and 3) the inertia weight in PSO $\omega$ decreases linearly from 0.8 to 0.2. The whole method is programmed using Java, and the experiment is performed on a computer with a dual 1.66-GHz CPU and a 1.5-GB memory. The algorithm runs 50 times.

### B. Results and Discussion

The evacuation performance of the four network settings is listed in Table I. The best flow patterns without design for the victims of the first and second categories are not unique, however; one of the best flow patterns for each category is shown, respectively, in Figs. 17 and 18. Under the optimal flow-pattern planning without design, the total evacuation time of the first category is 7 ($AET_1 = 5.4$), and the total evacuation time of the second category is 28 ($AET_2 = 20.18$). Therefore, for both
categories of victims, their evacuation performances are much better than those of the damaged and predefined networks.

For the integrated design and flow-pattern planning method, during the first period, the best design and construction of a new lane is found to add a lane $2 \rightarrow 4$. The best flow pattern under this design is also not unique; one of the best flow patterns is shown in Fig. 19. During the second period, the best design and construction of a new lane is found to add a lane $1 \rightarrow 3$. The best flow pattern under this design is not unique, which means that there are more than one flow pattern to achieve the minimum; one of the best flow patterns is shown in Fig. 20. We can see that under this integrated design and flow-pattern planning, the total evacuation time of the first category is 6 ($AET = 5$), and the total evacuation time of the second category is 23 ($AET = 17.55$). Comparing with the results obtained from the damaged network, our proposed approach can reduce the evacuation time by more than 50%. The total evacuation time of the proposed approach is about 20% less than that without incorporation of the road reconstruction. It should be noted that in an emergency case, the first-category victims may be seriously ill people, and the saving of time means increasing the probability of survival.

Next, we will give another illustration about the size of the search space for the given network. This example network has seven nodes. In the lower layer algorithm, the original network is converted to a TEN whose size is related to $T$ (the predetermined upper bound of the total travel time). We set $T$ to 100 in the experiment. Therefore, the TEN has 701 nodes. In the middle-layer algorithm, one solution represents a flow pattern of five roads, and the whole search space has 1024 solutions. In the upper layer algorithm, the whole search space has 18 solutions.

It is noted that in the three-layer method, the upper and lower layer algorithms are deterministic algorithms, and the middle-layer algorithm, i.e., PSO, is a random searching algorithm, which means that to test the stability and success rate of the method, we only need to test the PSO algorithm. We find the best parameters of the PSO algorithm, as stated in Section V-A, and under these settings, the success rate at which PSO achieves the global optimum in the given example is 100%. The running time of the whole method to get design and planning results is about 30 s.

To test the scalability issue of the method, we apply the method to the following networks: 1) 11 nodes and 15 two-way arcs and 2) 19 nodes and 30 two-way arcs. These two networks are the appropriate sizes in real-world applications. We test different parameters of PSO. The algorithm runs 50 times for each case.

The parameters of PSO are much related to the algorithm performance and running time. For example, when the parameters of PSO for the network with 11 nodes and 15 two-way arcs are set the same as those of the network with seven nodes and nine arcs, the success rate is 50%. If we increase the swarm size $m$ to 10 and the maximum iteration number $NG$ to 20, the success rate will increase to 100%. However, the good performance results in the running time increasing up to four times the running time with the original parameter setting. The detail results of the PSO performance with different parameters are listed in Table II.

<table>
<thead>
<tr>
<th>Example network</th>
<th>Parameters</th>
<th>Success rate</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m=5$, $NG=10$</td>
<td>50%</td>
<td>48.36</td>
<td></td>
</tr>
<tr>
<td>11 nodes,</td>
<td>$m=5$, $NG=20$</td>
<td>70%</td>
<td>94.83</td>
</tr>
<tr>
<td>15 arcs</td>
<td>$m=10$, $NG=10$</td>
<td>70%</td>
<td>92.67</td>
</tr>
<tr>
<td>$m=10$, $NG=20$</td>
<td>100%</td>
<td>183.57</td>
<td></td>
</tr>
<tr>
<td>$m=20$, $NG=5$</td>
<td>30%</td>
<td>151.826</td>
<td></td>
</tr>
<tr>
<td>$m=20$, $NG=10$</td>
<td>30%</td>
<td>293.894</td>
<td></td>
</tr>
<tr>
<td>19 nodes,</td>
<td>$m=20$, $NG=20$</td>
<td>80%</td>
<td>571.182</td>
</tr>
<tr>
<td>30 arcs</td>
<td>$m=30$, $NG=5$</td>
<td>50%</td>
<td>213.256</td>
</tr>
<tr>
<td>$m=30$, $NG=10$</td>
<td>70%</td>
<td>427.938</td>
<td></td>
</tr>
<tr>
<td>$m=30$, $NG=20$</td>
<td>90%</td>
<td>864.57</td>
<td></td>
</tr>
</tbody>
</table>

VI. RELATED WORK

The resource planning in the transportation system in an emergency situation is an important research problem by itself, and it is called evacuation planning in the context of disaster management. The research about evacuation planning can be divided into three categories. The first category is used to treat an evacuation-planning problem at a policy level. Detailed reviews of the hurricane evacuation plans and policies from a transportation perspective are given in [19]–[21]. Their studies mainly focused on the current practices of the
U.S., including the use of reverse flow operations, namely, contraflow operation and intelligent transportation systems. Urbina and Wolshon [19] and Wolshon et al. [20] summarized current evacuation-management policies, methods of information exchange, and decision-making criteria.

The second category is used to treat the evacuation-planning problem at a system level. Gwynne et al. [22], [23] concluded the methodologies for evacuation into three different approaches, namely, optimization, simulation, and risk assessment. Santos and Aguirre [24] presented a critical review of selected simulation models, including the following: 1) flow based; 2) cellular automata; 3) agent based; and 4) activity based. Kuligowski and Peacock [25] provided a comprehensive analysis of different features of existing evacuation systems based on the work of Gwynne et al. [22], [23].

The third category is used to treat an evacuation-planning problem at a model level. The models include optimization models and simulation models. Hamacher and Tjandra [26] presented a good review of mathematical models. Based on their research, Mamada et al. [27], [28] gave a further summary of the mathematical models. Among these studies, there are only a few that defined the evacuation problem as a multiobjective optimization problem. Hamacher and Tufekci [29] established a multiobjective model by considering the priorities of different evacuation areas, and the evacuees are moved from the higher priority regions to the lower priority regions. However, they did not consider the different demands of different categories of victims. Kostreva and Wiecek [30] proposed backward and forward dynamic programming algorithms to solve such a multiobjective problem. More recently, the system dynamic approach and the control theory are employed to model the evacuation problem. Simonovic and Ahmad [31] used the system dynamics approach to build an evacuation model for a flood emergency situation. Wadoo and Kachroo [32], [33] used the nonlinear feedback controller to represent evacuation dynamics in one and two dimensions.

Contraflow operation is an important measure for evacuation in practice, which is adapted in the hurricane evacuation plans by some U.S. states [21]. However, the contraflow operation in these plans is very simple, only considering that the roads linked with the hurricane source place are outbound and that the roads linked with the destination places are inbound. The quantitative analysis and research on the contraflow operation have only appeared over the past ten years. Dong and Xue [34], [35] applied artificial intelligence techniques to the contraflow plan. They considered one particular road, namely, a tunnel, in this case, in the regular situation and not a transportation network in the emergency situation, but in disaster situations, construction of a new road or new lane (that is contraflow) and/or repair of a damaged road is common, which makes sense for putting these two activities (construction and planning) together. Our research concludes that the improvement with such an integrated approach is significant. If one new road is reconstructed, the evacuation time may be reduced by more than 50% of the evacuation time with the original resource operation on the damaged network and by about 20% of the evacuation time with the resource replanning only on the damaged transportation network. It is believed that such significance will also happen for similar service provider systems such as multicommodity supply chains.

At the computational aspect, our research concludes that the three-layer method is effective for the integrated design and planning problem. The upper layer algorithm is used to find an optimal design for a damaged transportation system; the PSO algorithm is used to find an optimal flow pattern for the given transportation system, and the lower layer algorithm, i.e., the P-MCMF algorithm, is used to find the best evacuation flow planning solution for victims of different categories. The lower layer algorithm provides an easy but effective solution for a kind of special MCMF problem that has not been considered in the literature. Further, this kind of MCMF problem has the following features: 1) There is more than one category of commodities that need to be shipped on a dynamic network (time–space network); 2) there are capacity constraints on the edges and nodes of the network; and 3) different category
commodities have different priorities, and the commodity with a higher priority should be shipped earlier.

The computer running time of our proposed method mainly comes from the iterations of PSO, which has a much better potential ability to find the global optimum than the simple heuristic algorithms. It should be noted that, however, since PSO is a stochastic searching algorithm, it is hard to predict the time complexity of the proposed method because of the following three coupled factors: 1) the size of the transportation network; 2) the number of evacuees; and 3) the success rate. The third factor further shows that the longer the algorithm runs, the better the solutions that can be obtained, and therefore, one can terminate the algorithm at the time that the solution meets the evacuation demand. We have tested our method in the following three different networks, with a total of 108 evacuees: 1) seven nodes and nine two-way arcs; 2) 11 nodes and 15 two-way arcs; and 3) 19 nodes and 30 two-way arcs. The average running time for the 19 nodes network is about 213 s. This computation time is acceptable because it is much less than the setup time of the contraflow in practice, which is about 4–5 h.

As known, the evacuation time usually consists of the following three main time components [26]: 1) The time evacuees need to recognize a dangerous situation; 2) the time evacuees need to decide which course of action to take; and 3) the time evacuees need to move toward the safe area, which is also known as egress time. Since the behavioral and organizational factors are the main contributors to the first two time components, it is hard to analytically predict the duration of those time components. Therefore, most evacuation models consider the egress time only. The evacuation time so predicted is treated as the lower bound of the real evacuation time. This is also the approach in this paper. There is one time factor that has not been considered in our model, which is the time to construct a new road or repair a damaged road and to reverse the lane. These times may be called setup time. In practice, the setup time may have a significant effect on the evacuation time. For example, in most U.S. states, estimates for the time required to fully implement contraflow after the decision has been made range from 4 to 12 h. We will consider the setup time in our further study.
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