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Association of the incubation period duration with severity of clinical disease following Severe Acute Respiratory Syndrome coronavirus infection

ABSTRACT

**Background:** Few previous studies have investigated the association between the severity of an infectious disease and the length of incubation period.

**Methods:** We estimated the association between the length of the incubation period and the severity of infection with the severe acute respiratory syndrome (SARS) coronavirus, using data from the epidemic in 2003 in Hong Kong.

**Results:** We estimated the incubation period of SARS based on a subset of patients with available data on exposure periods and a separate subset of patients in a putative common source outbreak, and we found significant associations between shorter incubation period and greater severity in both groups after adjusting for potential confounders.

**Conclusions:** Our findings suggest that patients with a shorter incubation period proceeded to have more severe disease. Further studies are needed to investigate potential biological mechanisms for this association.
INTRODUCTION

The incubation period of an infectious disease is the time from infection to onset of disease. Estimation of the incubation period of a novel pathogen can be vital for prevention and control, for example in order to determine appropriate duration of quarantine or observation of exposed persons.¹ In 2002-03, there was an epidemic of severe acute respiratory syndrome (SARS) caused by a novel coronavirus with more than 8,000 cases worldwide, mainly in Asia. The mean incubation period was rapidly estimated during the outbreak to be around 6.4 days,² and subsequent studies estimated a slightly shorter mean incubation period of around 4.0-5.3 days.³⁻⁶ Estimation of the incubation period of a pathogen such as the SARS coronavirus can be complicated because infection events cannot be directly observed and exposure data are consequently interval-censored.⁷

The incubation period is thought to be a function of the initial infective dose, the speed of replication of the pathogen within the host, and within-host defense mechanisms.¹ Few previous studies have investigated the hypothesis that the incubation period might be correlated with the severity of disease, although some studies have examined the correlation between infecting dose and severity of disease.⁸,⁹ Here, we analyze the association between the length of the incubation period and the severity of SARS using data from the 2003 outbreak in Hong Kong.
MATERIAL AND METHODS

Sources of Data

Information on all 1755 probable cases of SARS coronavirus infection were recorded in an electronic database extracted from a secure web-based data repository containing clinical and epidemiological data on all probable SARS cases admitted to hospitals in Hong Kong throughout the entire epidemic between February and July 2003. Further details of the definition of a probable case of SARS and the database are reported elsewhere. In a subset of cases, information was available on dates of exposure to infection, and in the majority of cases this was recorded as intervals of 2 or more days during which infection may have occurred rather than exact dates of infection. We also analysed a separate subset of cases who were residents of the Amoy Gardens housing estate where a potential super-spreading event occurred in March 2003. For these patients, we removed the small proportion of cases with onset dates prior to the main outbreak and with onset dates >14 days after the start of the main outbreak (eAppendix).

Statistical Analysis

A simple approach to estimate the incubation distribution from interval-censored data is to impute the midpoint of the exposure interval for each patient, and then estimate the distribution based on these ‘exact’ incubation times. However, this approach is somewhat naïve, and is likely to overestimate incubation distributions which tend to be right-skewed.
For the subset of cases with exposure dates, two approaches were used to estimate the incubation period distribution. First, we used a non-parametric estimator of the survival function that is a generalization of the Kaplan-Meier estimator for interval-censored data. Second, we fitted a lognormal distribution allowing for interval censoring, estimating the location and scale parameters ($\mu$ and $\sigma$) using Markov Chain Monte Carlo (MCMC) in a Bayesian framework.

To evaluate the association between the incubation period and the severity of disease, we first estimated the difference in mean incubation period between fatal and non-fatal cases in a Bayesian framework. However this analysis could not account for a potential confounding factor such as age which is known to be associated with the duration of the incubation period and with the severity of disease. We therefore specified a multivariable logistic regression model where death was the binary response variable and predictors included age, sex, occupation, and the incubation time $T_i$ of each patient. We performed this with $T_i$ resampled from the 10,000 posterior samples in each MCMC iteration. For the Amoy Gardens subset, we first estimated the potential date of infection for all cases by comparing the epidemic curve with the lognormal incubation period distribution estimated above, and then included in a similar logistic regression model.

In each of the analyses, we specified flat priors for each parameter, and drew 10,000 samples from the posterior distributions after a burn-in of 5,000 iterations. Further technical details of the statistical methods are provided in the eAppendix. All analyses
presented here were conducted using R version 3.1.1 (R Foundation for Statistical Computing, Vienna, Austria).

RESULTS
Among the 1755 probable cases of SARS in Hong Kong, 302 (17%) patients died.10 The mean age was 44 years, the proportion of healthcare workers was 23% and cases that died were older and more likely to be male and not healthcare workers (Table 1). Among the 1755 cases, we identified 234 cases with an exposure period contained within the interval 0 to 20 days and 308 cases in the "Amoy Gardens" subset with an onset date within the interval 0 to 14 days (eAppendix). Both subsets had similar characteristics to the 1755 cases with fatal outcomes in 25/234 (11%) of the patients with exposure data and 38/308 (12%) in the Amoy Gardens subset (Table 1).

Parametric and nonparametric estimates of the incubation period distribution are presented in Figure 1A and show close agreement. We found a shorter incubation period for the fatal cases with a mean of 3.7 days (95% credibility interval, CrI: 2.6, 5.8), compared with a mean of 4.8 days (95% CrI: 4.2, 5.5) for the non-fatal cases, and a difference in means of 1.02 days (95% CrI: -0.41, 2.22) which was not significant.

The epidemic curve in the Amoy Gardens outbreak followed a very similar pattern, consistent with an infection event on 21st March 2003 (Figure 1B). Incubation periods for each patient were calculated based on this infection date. In this group, the mean incubation period was significantly shorter in the fatal cases 4.5 days (95% CrI: 3.8, 5.6) than in the
non-fatal cases 5.5 days (95% CrI: 5.2, 6.0) with mean difference 1.06 days (95% CrI: 0.16, 1.97) which was significant.

In the multivariable logistic regression model, we found that a shorter incubation period was generally associated with an increased risk of death in both subsets of patients. This association was statistically significant in the analysis of the patients with exposure intervals (OR=0.86; 95% CrI: 0.71, 1.00), and in the Amoy Gardens cluster with an OR=0.79 (95% CrI: 0.67, 0.94) (see also eAppendix).

To examine the sensitivity of our results to inclusion of patients with wide exposure intervals for the cases with exposure data, we also fitted the logistic regression models for a subset of 185 patients with shorter exposure intervals, and found very similar associations of the incubation period with risk of death (eAppendix). In addition, to examine the sensitivity of our results to the assumption of a linear association between incubation time and the log-odds of death, we categorized incubation times into tertiles and found similar results although the effects were only significant in the Amoy Gardens patients (eAppendix).

**DISCUSSION**

We estimated the incubation period of SARS based on two different subsets of patients, the latter with available data on exposure periods and the former with the hypothesis of a index patient contamination, and compared the length of this period between fatal cases and non-fatal cases to identify a correlation between shorter incubation and greater severity,
allowing for potential confounding by age, sex and occupation. Ours is the first study that examines the association between the incubation period and the severity of SARS in the literature to date. It is unlikely that a shorter incubation period itself is the cause of greater severity, but our results indicate that it could be a marker of underlying biological processes that led to greater severity. A shorter incubation period could be indicative of a higher infective dose, leading to faster/greater pathogen replication, out-running adaptive immune responses or leading to a more aggressive and damaging inflammatory response, and thus leading to more severe disease.

An association between severity and a shorter incubation period was suggested by Glynn et al. in a study on malaria where a longer incubation period was associated with tertian fever, spontaneous recovery and less use of modifying treatment. Another study on salmonella infection reported a correlation between infecting dose and severity of the infection. In a previous study, we showed that healthcare workers, who could have received a higher infecting dose, had a significantly shorter incubation period compared with non-healthcare workers. It may also be biologically plausible that a more rapid progression from infection to symptom onset is correlated with more rapid disease progression after onset.

Our study does have some limitations, including a low number of fatal cases having available exposure data that may not be fully representative of all infections. In addition, exposures were self-reported and could be subject to recall bias which was differential and
affected by severity, and the cases in the Amoy Gardens cluster may not have all been infected on the same date.
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FIGURE LEGEND

Figure 1. Panel (a): Parametric (dotted line) and non-parametric (solid line) estimates of the incubation distribution for SARS cases with available data on exposure times (n=234). The incubation distribution estimated with a lognormal model (dotted line) gives a mean incubation time of 4.7 days (95% credibility interval, CrI: 4.1-5.4 days) and a standard deviation of 4.6 days (95% CrI: 3.6-6.0 days) respectively. The non-parametric estimate of the incubation distribution is represented by a solid line, and gray rectangles show intervals where the nonparametric maximum likelihood estimate was not unique. Panel (b): Distribution of illness onset dates for SARS cases in the Amoy Gardens cluster (n=308). For this subset of patients, we hypothesized that all the cases were infected on 21 March 2003, and the epidemic curve is consistent with the lognormal incubation period distribution estimated on the separate subset of cases with exposure data as shown in panel A (i.e. mean 4.7 days, standard deviation 4.6 days).
Table 1. Characteristics of SARS patients

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Fatal cases</th>
<th>Non-fatal cases</th>
<th>Overall</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>All cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size, n (%)</td>
<td>302 (17%)</td>
<td>1453 (83%)</td>
<td>1755</td>
<td>-</td>
</tr>
<tr>
<td>Age (years); mean±SD</td>
<td>66.6 ± 17.3</td>
<td>38.7 ± 17.3</td>
<td>43.5 ± 20.2</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>173 (57%)</td>
<td>604 (42%)</td>
<td>777 (44%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Healthcare worker, n (%)</td>
<td>129 (43%)</td>
<td>276 (19%)</td>
<td>405 (23%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td><strong>Cases with exposure data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size, n (%)</td>
<td>25 (11%)</td>
<td>209 (89%)</td>
<td>234</td>
<td>-</td>
</tr>
<tr>
<td>Age (years); mean±SD</td>
<td>57.8 ± 14.7</td>
<td>40.1 ± 14.1</td>
<td>42.0 ± 15.2</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>14 (56%)</td>
<td>99 (47%)</td>
<td>113 (48%)</td>
<td>0.546</td>
</tr>
<tr>
<td>Healthcare worker, n (%)</td>
<td>3 (12%)</td>
<td>54 (26%)</td>
<td>57 (24%)</td>
<td>0.202</td>
</tr>
<tr>
<td><strong>Amoy Gardens cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size, n (%)</td>
<td>38 (12%)</td>
<td>270 (88%)</td>
<td>308</td>
<td>-</td>
</tr>
<tr>
<td>Age (years); mean±SD</td>
<td>48.4 ± 12.0</td>
<td>33.1 ± 14.1</td>
<td>35.0 ± 14.7</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>22 (58%)</td>
<td>108 (40%)</td>
<td>130 (42%)</td>
<td>0.055</td>
</tr>
</tbody>
</table>
A. Proportion without symptoms vs Time (days) from infection to onset of symptoms

B. Proportion of cases (%) vs Calendar date of symptom onset, 2003
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Additional details of statistical methods

The incubation period is defined as the delay between infection and illness onset. If infection occurred at time $X_i$ for the patient $i$, and symptom onset occurred at time $Z_i$, the incubation period is defined as $T_i = Z_i - X_i$. However, estimation of the incubation period is often complicated because infection events cannot be directly observed. If patient $i$ reported that infection most likely occurred in a period of exposure between times $L_i$ and $U_i$, where $L_i \leq X_i \leq U_i$, the incubation time therefore is bounded by the interval $(Z - U_i, Z - L_i)$. These data are a special type of survival data, and a natural approach would be to "reverse" the time axis setting $Z$ as the origin and $X$ as the outcome time. "Reversing" the time axis is valid only when the density function for infection is uniform in chronologic time. This condition should be reasonable here in the setting of SARS, with each exposure interval being relatively short.

Based on previous studies which identified the lognormal distribution as a satisfactory parametric model for the incubation period of SARS, in this study we assumed that the incubation distribution followed a lognormal distribution with parameters $(\mu, \sigma)$ and probability density function:

$$f(t_i) = \exp \left( - \frac{[\ln(t_i) - \mu]^2}{2\sigma^2} \right) \left( t_i \sigma \sqrt{2\pi} \right)$$

We used a Bayesian framework to estimate the parameters of the incubation period distribution. In this framework, if $\theta$ represents a vector of parameters and $y$ the data, Bayes theorem gives us the following relationship:
\[ p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)} \]  

where \( p(\theta) \) is the prior probability of the parameters \( \theta \), \( p(y|\theta) \) is the likelihood function and \( p(\theta|y) \) is the posterior probability of \( \theta \) given the data \( y \).

The MCMC process was initiated by giving random values to the parameters \( \theta \) and by choosing non-informative prior (flat prior) for \( \theta \). A Metropolis Hastings algorithm was used to update the parameter values in each iteration. In each iteration, all the \( k \) parameters are randomly generated using the normal distribution with the mean \( \theta_k^{j-1} \) (previous value of the \( k \)th parameter) and standard error \( \sigma_k \), \( N(\theta_k^{j-1}, \sigma_k) \) for each parameter. The updated likelihood is compared with the previous one using the following accept-reject method:

\[ q = \frac{p(y|\theta^j)p(\theta^j)}{p(y|\theta^{j-1})p(\theta^{j-1})} \]

If \( q \geq 1 \), the proposed new values of parameters \( \theta^j \) are accepted
If \( q < 1 \), then \( \theta^j \) are accepted with probability \( q \).

A burn-in period with 5,000 iterations was used to reduce the bias of the choice of the initial parameter values and to generate values only in the stationary distribution. The above algorithm was repeated 10,000 times after the burn-in period, with an acceptance rate included in \([0.45, 0.55]\) for each parameter (adjusting on \( \sigma_k \)).

For interval-censored data the following \( p(y|\theta) \) was used:

\[ p(y|\theta) = \prod_{i=1}^{n} S(u_i|\theta) - S(l_i|\theta) \]

where \([u_i, l_i]\) are the interval censored data of the patient \( i \) and \( S(.) \) is the survival lognormal distribution function.
Parameters of the fitted lognormal distribution

In patients with exposure intervals data, the parameters of the lognormal distribution were estimated with the MCMC approach in the fatal and non-fatal cases, respectively. The estimates are for fatal cases: $\mu = 0.97$ (95% CrI: 0.44, 1.38) and $\sigma = 0.88$ (95% CrI: 0.58, 1.34) and for non-fatal cases: $\mu = 1.24$ (95% CrI: 1.09, 1.37) and $\sigma = 0.88$ (95% CrI: 0.58, 1.34).

Among patients of the Amoy garden cohort, the parameters of the lognormal distribution were estimated with the same approach approach. The estimates are for fatal cases: $\mu = 1.37$ (95% CrI: 1.19, 1.54) and $\sigma = 0.54$ (95% CrI: 0.43, 0.68) and for non-fatal cases: $\mu = 1.59$ (95% CrI: 1.53, 1.65) and $\sigma = 0.51$ (95% CrI: 0.46, 0.55).

Logistic regression model

The logistic regression model used in this study is based on the following equation:

$$\ln \left( \frac{p_i}{1 - p_i} \right) = \beta_0 + \beta_1 X_1(incubation\ period) + \beta_2 X_2(age) + \beta_3 X_3(sex) + \beta_4 X_4(occupation)$$

where $p_i$ is the probability of death, $\beta_i$'s are the regression coefficients, estimated with MCMC (using flat priors $N(0,100000)$) and $X_i$'s the explanatory variables labeled directly in the equation above.

For the patients with exposure data, we performed this analysis three different ways: (1) with $T_i$ as the imputed midpoint of exposure intervals; (2) with $T_i$ as the mean of the 10,000 posterior samples i.e. simulated incubation times for each patient; (3) with $T_i$ resampled from the 10,000 posterior samples in each MCMC iteration. Results of these different analyses are presented in eAppendix Table 1. Significant association between incubation period and risk of death was observed using the mean approach (2) and the imputation approach (3) whereas no significant association was observed with the midpoint.
imputation method (1). The results of method (3) are presented in the main text, as this is the most appropriate approach.

**Sensitivity analyses**

Sensitivity analyses were conducted in both subsets of patients. For the patients with available exposure data, an interval of 0 to 20 days was selected for the main analysis due to the data reported by some patients with very wide exposure intervals that are not informative. As a sensitivity analysis, a subgroup of patients was extracted with an inclusion criteria based on the exposure intervals of no more than 10 days (N=185). We also fitted the logistic regression model for this subset of patients using the mean incubation time and found very similar associations of the incubation period with risk of death (OR=0.77; 95% CI: 0.53 - 1.04).

For the Amoy Gardens cluster of cases (eAppendix Figure 1), which were thought to have been caused by a super-spreading event, we examined potential dates of common infection for all members of the cluster and estimated that the most likely infection date was 21st March 2003. A period of 14 days i.e. cases with onset dates between 22 March 2003 and 4 April 2003 (shown in eAppendix Figure 1) was selected for the main analysis in order to exclude the small number of cases infected prior to the super-spreading event, and cases that had symptom onset late in the outbreak and may have been secondary or tertiary infections. We also conducted a sensitivity analysis using first a larger subset of patients, with onset dates between 22 March 2003 and 10 April 2003 (N=320) and secondly using a smaller subset with onset dates between 22 March 2003 and 31 April 2003 (N=286). Results from the logistic regression model show similar associations of the incubation period with risk of death (OR=0.92; 95% CI: 0.82-1.02 and OR=0.77; 95% CI: 0.62-0.94, respectively).

To evaluate the potential cofounding effect of age, we conducted a stratified analysis using two categories of age with the threshold of 50 years (eAppendix Table 2). A significant
association between incubation period and risk of death was only observed among Amoy garden cohort patients. No significant association was observed for patients with exposure data, probably due to the reduced sample size in the sub-analysis.

Moreover, to examine the sensitivity of our results to the assumption of a linear association between incubation time and the log-odds of death, we conducted a similar analysis with a logistic regression model described previously with the incubation period as a categorical variable, using tertiles (eAppendix Table 3). We observed a significant association between shorter incubation period and an increased risk of death only in the Amoy Garden cohort. However, no significant association was observed in the cases of the exposure data patients although the direction of point estimates was consistent with the analysis presented in the main text.
eAppendix Table 1. Association between estimated incubation period (T) and risk of death for each case of Severe Acute Respiratory Syndrome

<table>
<thead>
<tr>
<th>Incubation period (T&lt;sub&gt;i&lt;/sub&gt;), per day</th>
<th>Risk of Death&lt;sup&gt;1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midpoint imputation</td>
<td>0.89 (0.76 - 1.03)</td>
</tr>
<tr>
<td>Mean incubation time, $\overline{T}_i$</td>
<td>0.84 (0.68 - 1.00)</td>
</tr>
<tr>
<td>Simulated incubation times&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.86 (0.71 - 1.00)</td>
</tr>
</tbody>
</table>

**Cases with reported exposure dates (n=234)**

- Midpoint imputation
- Mean incubation time, $\overline{T}_i$
- Simulated incubation times<sup>2</sup>

**Cases in the Amoy Gardens cluster (n=308)**

- Incubation period<sup>3</sup>

<sup>1</sup> The odds ratios (exp($\beta$)) were estimated using Markov Chain Monte Carlo (10,000 runs) to estimate the coefficients ($\beta$) of the multivariable logistic regression model, with death status as the binary outcome variable and the incubation period, sex, age and occupation as predictors.

<sup>2</sup> 10,000 samples from the posterior distributions of the two parameters ($\mu$, $\sigma$) and the incubation periods $T$ for each patient were drawn using MCMC in the same algorithm in order to retain uncertainty in the incubation period in the analysis of severity.

<sup>3</sup> Incubation period estimated based on illness onset dates, with an assumed infection date for all cases of 21 March 2003.
### eAppendix Table 2. Age stratified analysis of association between risk of death and estimated incubation period, sex and occupation.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Risk of Death(^1)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 - 49 years old</td>
<td>≥50 years old</td>
</tr>
<tr>
<td>Cases with reported exposure dates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=234)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incubation period(^1)</td>
<td>0.91 (0.70 - 1.11)</td>
<td>0.91 (0.73 - 1.09)</td>
</tr>
<tr>
<td>9/163(^3)</td>
<td>16/46(^3)</td>
<td></td>
</tr>
<tr>
<td>Cases in the Amoy Gardens cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=308)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incubation period(^2)</td>
<td>0.91 (0.65 - 0.98)</td>
<td>0.70 (0.65 - 0.92)</td>
</tr>
<tr>
<td>22/236(^3)</td>
<td>16/34(^3)</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) The odds ratios (exp(β)) were estimated using Markov Chain Monte Carlo (10,000 runs) to estimate the coefficients (β) of the multivariable logistic regression model, with death status as the binary outcome variable and the incubation period, sex and occupation as predictors. 10,000 samples from the posterior distributions of the two parameters (μ, σ) and the incubation periods T for each patient were drawn using MCMC in the same algorithm in order to retain uncertainty in the incubation period in the analysis of severity.

\(^2\) Incubation period estimated based on illness onset dates, with an assumed infection date for all cases of 21 March 2003.

\(^3\) number of fatal cases/number of non-fatal cases
**eAppendix Table 3. Association between estimated incubation period (T) using categorical variables (tertiles) and risk of death for each case of Severe Acute Respiratory Syndrome**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Risk of death, OR (95% CrI) in cases with reported exposure dates (n=234)</th>
<th>Risk of death, OR (95% CrI) in cases of the Amoy Gardens cluster (n=308)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incubation period below 1&lt;sup&gt;st&lt;/sup&gt; tertile (shortest)&lt;sup&gt;1&lt;/sup&gt; (reference group)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Incubation period between 1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; tertile&lt;sup&gt;1&lt;/sup&gt;</td>
<td>0.68 (0.22 - 2.11)</td>
<td>0.18 (0.05 - 0.63)</td>
</tr>
<tr>
<td>Incubation period above 2&lt;sup&gt;nd&lt;/sup&gt; tertile (longest)&lt;sup&gt;1&lt;/sup&gt;</td>
<td>0.57 (0.17 - 1.73)</td>
<td>0.07 (0.02 - 0.27)</td>
</tr>
</tbody>
</table>

<sup>1</sup> The odds ratios (exp(\(\beta\))) were estimated using Markov Chain Monte Carlo (10,000 runs) to estimate the coefficients (\(\beta\)) of the multivariable logistic regression model, with death status as the binary outcome variable and the incubation period, age, sex and occupation as predictors. The tertiles were (2.3, 5.0 days) and (2.8, 5.8 days) for the patients with exposure data and the Amoy garden cohort, respectively.

<sup>2</sup> Incubation period estimated based on illness onset dates, with an assumed infection date for all cases of 21 March 2003.
eAppendix Figure 1. Distribution of illness onset dates for all cases determined through epidemiologic investigations to form the Amoy Gardens cluster (n=331). The putative super spreading event happened on the 21st March 2003. The two vertical lines delimit the period of selection for the patients included in the main analysis. The dotted line indicates a lognormal distribution for the incubation period estimated on the separate subset of cases with exposure information as shown in Figure 1A in the main text (i.e. incubation period with mean 4.7 days, standard deviation 4.6 days).