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Joint Congestion Control and Scheduling in Wireless Networks With Network Coding

Ronghui Hou, King-Shan Lui, Senior Member, IEEE, and Jiandong Li, Senior Member, IEEE

Abstract—This paper studies how to perform joint congestion control and scheduling with network coding in wireless networks. Under network coding, a node may need to buffer a sent packet for decoding a packet to be received later. If sent packets are not forgotten smartly, much buffer space will be taken up, leading to dropping of new incoming packets. This unexpected packet dropping harms the final throughput obtained, although optimal scheduling has been used. To solve the problem, we introduce a new node model incorporating a transmission-mode preassignment procedure and a scheduling procedure. The introduced transmission-mode preassignment avoids memorizing several sent packets to reduce buffer overhead. We develop a new scheduling policy based on our node model and analyze formally the stability property of a network system using the proposed policy. We finally evaluate the efficiency of our algorithm through simulations from the perspectives of throughput and packet loss ratio.

Index Terms—Congestion control, cross-layer design, network coding, scheduling, wireless interference.

I. INTRODUCTION

RECENTLY, new techniques have been proposed to utilize intelligently wireless interference to improve network throughput. Network coding exploits the wireless medium broadcast nature to improve network capacity. Generally, network coding can be classified into two different categories: intrasession and intersession. Intrasession network coding is performed on packets from the same session, whereas intersession network coding is performed on packets across different sessions. This paper considers the COPE-style intersession network coding. Consider a set of receivers that each wants to receive its desired packet from a common sender. If each receiver has all the other packets except the desired one, the common sender can code all the packets and transmit a single coded packet to all receivers, and each receiver can successfully decode the desired one. Following [1] and [2], we consider network coding without opportunistic listening, which allows network coding between two flows only. Fig. 1, which is adapted from [3, Fig. 1], shows the coding opportunity at Node 2. There are two flows going on \( \{1,2,3\} \) and \( \{3,2,1\} \), respectively. After Node 2 receives packets \( p_1 \) and \( p_2 \) from both 1 and 3, respectively, Node 2 can code the packets and transmit the coded packet to both 1 and 3. Since Node 1 has sent \( p_1 \) before, Node 1 can decode \( p_2 \) from the coded packet \( p_1 \oplus p_2 \). Similarly, Node 3 can decode \( p_1 \).

It is well known that an intelligent scheduling policy is very important to improve network throughput. Scheduling in wireless networks is a big challenge due to wireless interference. Many works study scheduling issues in wireless networks [4]. Network coding further complicates the issue. In addition to determining which link should be active, each node also needs to determine which transmission mode (traditional or coded) should be used at the current time. For instance, assume that the data rates of \( f_1 \) and \( f_2 \) in Fig. 1 are \( (1/4) \) and \( (3/8) \), respectively. The link capacity is one unit. In this scenario, if Node 2 wants to code all the packets of \( f_2 \), packets will be backlogged. The queue becomes overflowed, whereas the link capacities are not fully utilized. A better way is to code \( f_1 \) and \( f_2 \) at a rate of \( (1/4) \) and send the remaining packets of \( f_2 \) in a traditional manner. On the other hand, under the stochastic traffic model, it is possible that Node 2 gets several packets of \( f_1 \) before getting one packet of \( f_2 \). Node 2 should determine whether transmitting a packet of \( f_1 \) traditionally or waiting for the future coding opportunity. An efficient scheduling policy should utilize all the possible coding opportunities to improve network throughput.

The scheduling policy proposed in [5] uses the queue length at each node to determine which link should be active at the current time slot. The problem of this scheme is that each node needs to keep each packet sent by itself earlier until the next...
hop transmits the packet. This is because a node does not know
whether the packet it sent previously will be used for coding
by the next hop node until the next hop node sends it out. For
instance, in Fig. 1, after Node 1 sends $p_1$, $p_1$ should be kept at
Node 1 until Node 2 transmits $p_1$. Since Node 2 transmits $p_2$
using network coding, Node 1 uses $p_1$ to decode $p_2$. When the
average data rates of the flows differ a lot, many packets of a
flow would be transmitted in the traditional manner. Although
these packets can be forgotten right after they are sent because
the sending node does not know it until these packets are sent
by the next hop, the sending node has to buffer all of them for a
while. The space overhead is thus increased.

In practice, some nodes may have limited storage resources.
For instance, in multihop cellular networks, each node is a
smartphone or tablet, and the storage resources are limited
[6], [7]. The future incoming packets would be dropped when
the node space allocated for packet forwarding is full, which
severely affects network throughput performance. We would
like to use an example to illustrate this phenomenon. Suppose
that the buffer size is 50 packets, which is the default value
used in ns2 [8]. Then, consider the network state that Node 1
has 30 packets to be transmitted and needs to keep another 20
sent packets used for future decoding. Since there is no more
room in the buffer, Node 1 would drop new packets coming
from the upper layer due to overflow in default [7]. However, it
is possible that only a few out of the 20 sent packets would be
transmitted by Node 2 in a coded manner. If Node 1 knows
which packet would be transmitted traditionally in advance,
the node can forget the packet immediately to accept more
new packets from the upper layer. If the packet loss happens
in the intermediate forwarding node, the bandwidth resources
consumed for the packet transmission over the previous hops
would be wasted. This hinders network throughput. With the
declining of the memory chip prices, we may say that routing
buffers can be over provisioned. However, large routing buffer
increases queuing delay [8], [9]. Therefore, it is desirable to
forget a sent packet as soon as possible so that a large buffer is
not needed.

Motivated by this issue, this paper aims at reducing the
space overhead while providing high network throughput. We
propose the transmission-mode preassignment procedure that
tells the node which transmission mode (network coding or
traditionally) the next hop will use to transmit a packet imme-
diately after the packet arrives the next hop. The next hop can
then inform the previous hop to forget packets that are going
to be transmitted traditionally. This information can be carried
by the signaling messages. Signaling message delivery schemes
used by existing protocol [3] can be used in our mechanism.

To develop a joint scheduling-and-transmission-mode as-
ignment scheme, we introduce a new node model so that we
can formulate the problem as a network utility maximization
problem. We then apply the “layering as optimization decom-
position” technique [10] to decompose the linear program-
ing optimization into several subproblems, and each layer
 corresponds to a decomposable subproblem. The theoretical
decomposition motivates us to develop a practical cross-layer
optimization algorithm. In our algorithm, each source deter-
mines the instantaneous data rate injected into the network
based on the current network state; then, a feasible set of links is
selected to transmit at the current time. Both procedures adjust
to each other to optimize the network utility function.

II. RELATED WORKS

With the rising demand of bandwidth under limited available
spectrum, using an intelligent resource-allocation scheme in
wireless networks has received substantial attention. Schedul-
ing, which selects a set of links to be active without conflict,
is an important issue in allocating the bandwidth resources.
The scheduling problem is in general NP-hard [4], and several
suboptimal scheduling solutions are proposed. There have been
some works studying the cross-layer issue on congestion and
the effect of imperfect scheduling on congestion control in
multihop wireless networks, and it shows that the cross-layer
approach outperforms the layered approach. In [12], the joint
approach of queue-length-based scheduling and congestion
control in cellular networks is proposed, where the channel
may vary according to time or according to receivers. In [13],
a distributed scheduling algorithm and a congestion control
mechanism to achieve the approximate optimal solution are
described. Unfortunately, the authors consider the specific one-
hop interference model, which may not be applicable in a
general network. In [14], the joint problem of multipath routing
and link-level reliability in multihop wireless networks is stud-
ied. The authors develop a decentralized scheduling policy that
selects an appropriate channel code rate for each link to cope
with different degrees of data reliability among the different
links. In [15]–[19], the control in multichannel multiradio wire-
less networks is studied. In [15] and [16], mixed-integer linear
programming models for the joint of congestion control, rout-
ing, and scheduling in multichannel wireless networks are pre-
 sented. However, solving the linear programming is NP-hard,
and no algorithm was proposed. The work in [17] proposes
a distributed scheduling algorithm in multichannel wireless
networks. In [18], a cross-layer optimization algorithm, which
relies on the scheduling algorithm in [17] as lower layer
solutions, is proposed. In [19], the same problem as [18] is
considered, and it presents a new tuple-based network model to
facilitate decoupling the optimization on different layers.
None of the given works consider network coding.

Some works consider the scheduling problem with network
coding with various objectives in relay-based cellular networks.
In relay-based cellular networks, a relay station forwards down-
link traffic to user and uplink traffic to a base station. Thus,
many coding opportunities may exist at the relay station. As
the transmission rate is bounded by the minimum rate among
receivers, coding too many native packets together may not be
beneficial. In [20], this tradeoff is considered, and a scheduling
algorithm to specify which packets should be coded by the
relay station is proposed. In [21], the tradeoff between reducing
packet delay and saving energy is considered. To reduce energy
consumption, a node should code as much as possible. The
transmission of a packet may have to be delayed to wait for
a coding opportunity. Therefore, in [21], an opportunis-
tic scheduling to determine whether the relay station should
transmit (coded or noncoded) packet or wait at a certain time slot is proposed. In [22], it is considered that the relay station applies network coding to reduce the number of retransmissions and proposes a scheduling algorithm to determine which packets the relay station should code. In [23], the power control, channel allocation, and link scheduling problems are jointly considered, and an opportunistic resource scheduling algorithm is proposed. In [24], the scheduling problem for broadcast traffic with network coding in relay-based networks is studied.

We can see that different works concern different optimization objectives. In [23], the same objective as this paper is considered. However, in [23], the buffer overhead at a user node is not considered, which is particularly important for cellular networks.

Many works study scheduling with network coding in multihop wireless networks. In [2], [25], and [26], the theoretical throughput gain obtained by network coding in wireless networks is analyzed, and in [27], the joint congestion control, routing, and scheduling is formulated as a linear programming problem, whereas no algorithm was proposed to solve the problem. In [5], a scheduling policy with network coding is proposed. In addition to network coding, the scheduling policy proposed in [28] also considers the energy consumption on each link, the packet loss probability, and the transmission rate on each link. If we do not consider energy consumption and packet loss probability, the proposed scheduling scheme is reduced to the algorithm in [5]. In [2], k-tuple coding is introduced, and 2-tuple coding is the same as COPE-style coding. The scheduling policy used in [2] is the same as that in [5] when considering 2-tuple coding. In [1], pairwise inter session network coding is considered, which is different from the COPE-style network coding model. In [29], the tradeoff between delay and throughput with network coding in multihop wireless networks is studied. Nevertheless, the buffer issue was not mentioned in the above works.

III. Model and Assumptions

We consider a multihop wireless network with the set of nodes \( \mathcal{N} \). Let \( \mathcal{L} \) be the set of links, and each link \( l = (i, j) \in \mathcal{L} \) denotes that node \( j \) can successfully receive the data from node \( i \) when there is no interference. Let \( \mathcal{F} \) denote the set of traffic flows. Following [11], [30], and [31], each flow is served by a single path, and the path is predetermined. Let \( s(f) \) and \( d(f) \) be the source and the destination of the flow \( f \), respectively. If \( f \) goes through intermediate node \( i \), denote \( p^l(i) \) and \( s^l(i) \) as the predecessor and successor of \( i \) on the path carrying \( f \), respectively. Based on the routes of the traffic flows, we can determine all the coding opportunities at each node. For example, given a node \( i \) carrying two flows \( f_1 \) and \( f_2 \), if \( p^l_1(i) = s^l_2(i) \) and \( p^l_2(i) = s^l_1(i) \), node \( i \) can code the packets of \( f_1 \) and \( f_2 \), respectively. It is possible that node \( i \) can also code \( f_1 \) with another flow \( f_3 \), apart from \( f_2 \). To clearly define each coding opportunity, we introduce the definition of coding structure. If node \( i \) can code flows \( f_1 \) and \( f_2 \) with the next hops \( u \) and \( v \), respectively, we have a coding structure \( \phi = \{i, u; v; f_1, f_2\} \) at node \( i \). \( \phi \) defines a pair of native links, i.e., \{(i, u), (i, v)\}, called coding link. It is possible that there are multiple coding structures at node \( i \). For instance, in Fig. 2, there are two coding structures at node 2. \( \phi_1 = \{2, [1; 3], [f_3; f_1]\} \) and \( \phi_2 = \{2, [1; 3], [f_3; f_2]\} \). \( \phi_1 \) tells that Node 2 can code \( f_3 \) and \( f_1 \) and that the next hops of \( f_3 \) and \( f_1 \) are Nodes 1 and 3, respectively. \( \phi_1 \) and \( \phi_2 \) specify the same next hop information but different traffic flows. Let \( \Phi(i) \) be the set of coding structures at node \( i \). We write \( f \in \phi \) if it is one of the two flows in coding structure \( \phi \).

We assume that time is divided into slots. Following [5], let \( \mathcal{M} \) denote the set of feasible scheduling decisions or schedules at a certain time slot. Each element of \( \mathcal{M} \) defines 1) the links or coding structures that are active in the time slot, 2) the flows that are carried on the active links and coding structures, and 3) the rates of the flows being carried. For instance, Fig. 1 shows the feasible schedules of three time slots. Link (1, 2) carries \( f_1 \) in Slot 1, link (3, 2) carries \( f_2 \) in Slot 2, and coding structure \( \{2, [1; 3], [f_2; f_1]\} \) is active in Slot 3.

We denote by \( r^l_f(M) \) the rate of native link \( l \) serving \( f \) under a feasible schedule \( M \). Denote by \( r_{i, \phi}(M) \) the rate of coding structure \( \phi \) at node \( i \) under schedule \( M \). The link rate depends on the specific interference model [32]. In the protocol interference model, a transmission on link \( (i, j) \) at the negotiated rate is successful if none of the nodes in the interference range of \( j \) is transmitting. Thus, \( r^l_f(M) \) is either a fixed rate or zero under the protocol interference model. If we consider the physical layer interference model, the data link rate depends on the signal-to-interference-plus-noise ratio at the receiver, which is often approximated by the Shannon formula. The rate of a link may be different under the different schedule. We denote by \( \mathcal{R} \) the feasible rate region. Each element in \( \mathcal{R} \) is a rate vector \( \mathbf{r}(M) \), containing all \( r^l(f,s(\phi)) \) and \( r_{i, \phi}(M) \), which is yielded by a feasible schedule \( M \). In other words, \( \mathcal{R} \) includes the rate vectors produced by all the possible feasible schedules in \( \mathcal{M} \). To remove context ambiguity, we use \( \Phi \in \mathcal{R} \) to denote a feasible rate vector, which is determined by a feasible schedule.

Let \( \lambda(f) \) be the input rate of the flow \( f \in \mathcal{F} \), which falls in the region of \( (0, \Lambda_f) \), and we assume that \( \Lambda_f \) is known in advance [11], [18]. Define the utility function for flow \( f \) as \( U_f(\lambda_f) \), which reflects the level of “satisfaction” of flow \( f \) when its data rate is \( \lambda_f \). Following [11], \( U_f(\cdot) \) is assumed to be strictly concave, nondecreasing, and twice continuously differentiable on \((0, \Lambda_f)\). Our algorithm aims at maximizing the network utility by jointly considering congestion control, transmission-mode assignment, and scheduling.

IV. Cross-Layer Optimization

Here, we first describe the existing scheduling scheme in wireless networks with network coding [2], [5]. Since the
existing scheduling scheme does not consider the buffer issue, we introduce transmission-mode assignment procedure and propose a new node model. Afterward, the problem formulation is presented. We then develop a suboptimal cross-layer optimization algorithm. Finally, we theoretically analyze the input rate region supported by the proposed scheduling policy.

A. Existing Scheduling With Network Coding

A scheduling policy is defined as an algorithm that chooses a feasible schedule \( M \in \mathcal{M} \) in each time slot \( t \) [5]. We denote by \( q_i^f(t) \) the number of packets of flow \( f \) in the queue of node \( i \) at the beginning of time slot \( t \). The scheduling policy in [5] is as follows:

\[
M^*(t) = \arg \max_{M \in \mathcal{M}} \left\{ \sum_i \sum_f \left( q_i^f(t) - q_i^{f_i}(t) \right) r_i^f(t) \right\} (M)
\]  

(1)

The stability region \( \Lambda \) of the network is the set of all arrival rate vectors \( \lambda \) that can be supported while ensuring that all packet queues in the network remain finite. In [2] and [5], it is shown that the scheduling policy shown by (1) stabilizes the network for all arrival rate vectors inside \( \Lambda \). Denote by \( \mathcal{M}_{\text{code}} \) the set of feasible schedules that considers network coding and \( \mathcal{M}_{\text{no code}} \) by that without network coding. We can say that \( \mathcal{M}_{\text{no code}} \) is a subset of \( \mathcal{M}_{\text{code}} \), and some schedules in \( \mathcal{M}_{\text{code}} \) may not be feasible when not considering network coding (see Fig. 1 for any two links that interfere with each other). A feasible schedule in \( \mathcal{M}_{\text{code}} \) can contain two links (2, 1) and (2, 3), whereas any feasible schedule in \( \mathcal{M}_{\text{no code}} \) cannot.

By using (1), a node cannot know in advance which transmission mode the next hop will use to transmit a packet sent by itself. Considering the stochastic traffic model, it is possible that Node 2 has received several packets of \( f_1 \) but no packet of \( f_2 \) in Fig. 1. Let us assume that \( q_2^1(t) > q_2^f(t) > q_3^f(t) \). When \( q_3^f(t) = 0 \), according to (1), \( M^* = \{ (2, 3) \} \) since \( q_2^f(t) \) is the largest. Node 2 will transmit traditionally the Head of Line (HoL) packet of \( f_1 \) at time \( t \). We assume that the transmission rate of each link in Fig. 1 is the same. When \( q_3^f(t) > 0 \), Node 2 can code the packets from \( f_1 \) and \( f_2 \); thus, \( q_2^f(t)r_{(2,3)}^f + q_3^f(t)r_{(2,1)}^f \) is the largest. In this case, the HoL packet of \( f_1 \) would be transmitted being coded with another packet of \( f_2 \). That is to say, a node does not know which transmission mode would be assigned for the buffered packets until they are scheduled. Thus, the node should keep each packet until the next hop completes transmitting the packet, to assure that each coded packet would be decoded. In particular, when the average data rates of two flows differ a lot, many packets of a flow would be probably transmitted traditionally, such that a large unnecessary buffer is required by network coding. This is undesirable because the node will drop some new data packets due to buffer overflow. Consequently, we propose the transmission-mode preassignment procedure.

B. Node Model

To reduce the buffer size, this paper introduces the procedure of \( \text{transmission-mode preassignment} \). After a node receives a packet, it decides immediately whether the packet should be transmitted in a coded manner or traditionally. If the packet would be transmitted traditionally, the previous hop does not have to memorize the packet then. To achieve the above practice, we propose a node model. A node would put packets of different statuses in different queues, indicating they are going to be handled in different ways. That is, for each flow \( f \) that goes through node \( i \), \( i \) maintains the following.

1) **Input queue for keeping incoming packets (denoted \( X_i^f \).** Packets in this queue have yet to be assigned a transmission mode. Packets here will be moved to one of the output queues after the transmission mode is determined.

2) **Output queue for packets to be sent out traditionally (denoted \( W_i^f \).** Packets in this queue have been determined to be transmitted in a traditionally manner and are waiting for its turn to be sent out to the channel. \( i \) can inform its neighbors to forget these packets.

3) **Output queue for packets of each coding structure \( \phi \) where \( \phi \in \Phi(i) \) (denoted \( Z_i,\phi \).** The packets of flow \( f \in \phi \) moved to this queue are to be transmitted in coded manner. When Node \( i \) move a packet of \( f \) to \( Z_i,\phi \), a new code packet will be formed immediately if there is a native packet of another flow \( f' \in \phi \) in \( Z_i,\phi \). In other words, \( Z_i,\phi \) contains two kinds of packets. One is the coded packet, and another one is the native packet of a flow waiting to be coded together. All the packets are waiting for their turn to be sent out to the channel.

Both output queues push traffic to physical link \( (i, s_i^f(j)) \). The transmission-mode assignment involves deciding to which output queue (\( W_i^f \) or \( Z_i,\phi \), \( f \in \phi \)) a packet from the input queue \( X_i^f \) should be put. A wise decision should not over-whelm any output queue while maximizing the utility. To model the relation between the queues, we represent each queue as a virtual node. We put a virtual link from one queue to another one if packets can be moved in that manner. Each virtual link is associated with a rate that tells the average ratio of the packets being moved to each output queue.

Fig. 3 shows the model of Node 2 in Fig. 2. In the figure, a square box is a queue, and a virtual link is represented as a dashed arrow. Node 2 forwards three flows; therefore, it has three input queues. The coding structure \( \phi_1 \) contains \( f_1 \) and \( f_3 \); therefore, there are two virtual links from \( X_2^1 \) to \( Z_2,\phi_1 \), and from \( X_2^3 \) to \( Z_2,\phi_1 \), respectively. Similarly, \( \phi_2 \) contains \( f_2 \) and \( f_3 \), and there are two virtual links from \( X_2^2 \) to \( Z_2,\phi_2 \), and from \( X_2^3 \) to \( Z_2,\phi_2 \), respectively. It is obvious that the optimal transmission-mode assignment should move the same number of packets of \( f_1 \) and \( f_3 \) to \( Z_2,\phi_1 \).

Note that all the packets of the source node of \( f \) are transmitted traditionally; therefore, the proposed node model is not applied at \( s(f) \). In other words, there is one output queue of \( f \) at \( s(f) \). When the upper layer injected new packets, all the packets are immediately moved to the output queue \( W_{s(f)}^f \).
Let $\gamma_{f_i,\phi}$ denote the rate on the virtual link from $X_{f_i}$ to $Z_{i,\phi}$. For $f \in \phi$ and $f' \in \phi$, we should have $\gamma_{f_i,\phi} = \gamma_{f'_i,\phi}$ in the optimal solution. Let $W_{f_i}$ denote the queue containing the packets to be transmitted traditionally. The rate of the virtual link from $X_{f_i}$ to $W_{f_i}$ is $\gamma_{f_i}$. The rate of the traffic leaving input queue $X_{f_i}$ is thus $\sum_{\phi \in \Phi(i), f \in \phi} \gamma_{f_i} = \sum_{\phi \in \Phi(i), f \in \phi} r_{f_i} + \gamma_{f_i}$. To assure the stability of the system, $\gamma_i$ is bounded by the rate on the physical links. For instance, $\gamma_{i,\phi}$ should not be larger than $r_i,\phi$; otherwise, $Z_{i,\phi}$ would be infinitely large. Denote by $\Gamma$ the feasible rate region for $\gamma$, which will be defined in Section VI, based on the throughput-optimal and stability arguments.

**C. Problem Formulation**

Based on the proposed node model, the problem concerned in this paper is formulated as

$$\text{maximize } \sum_{f \in F} U_f(\lambda_f)$$

subject to

$$\sum_{\phi \in \Phi(p(f(i)), f \in \phi)} r_{p(f(i)), \phi} + r_{p(f(i))}^f \leq \sum_{\phi \in \Phi(i), f \in \phi} \gamma_{i,\phi} + \gamma_i \forall i \neq s(f), \forall f$$

$$\gamma_{i,\phi} \leq r_i,\phi \forall i, \forall \phi \in \Phi(i), \forall f \in \phi$$

$$\gamma_i \leq r_i^f \forall i \neq s(f), \forall f$$

$$\lambda_f \leq r_{s(f)}^f \forall f$$

$$\gamma_i \in \mathbb{R}$$

$$\gamma_i \in \Gamma.$$  

Our objective is to maximize the sum of the utility functions of the data rates for all flows. Equation (3) makes sure the rate of incoming traffic to queue $X_{f_i}$ is no larger than the rate that traffic leaves the queue; otherwise, the input queue would go to infinity. Similarly, (4) ensures that the rate of incoming packets of $f$ to queue $Z_{i,\phi}$ does not exceed the rate on coding structure $\phi$. Equation (5) assures that the input rate to $W_{f_i}$ is no larger...
than its output rate. In other words, (3)–(5) guarantee that the queues of each node would not be infinite.

\[ L(\lambda, \gamma, r, \beta) = \sum_f U_f(\lambda_f) + \sum_{f, i \in s(f)} \beta_{i, \text{in}}^f \times \left( \sum_{\phi \in \Phi} \gamma_{i, \phi}^f + \gamma_{i}^f - \phi_{f, i}(r_i - \gamma_{i, \phi}^f) \right) + \sum_{i, \phi \in \Phi} \beta_{i, \phi, \text{out}}^f \left( r_i - \gamma_{i, \phi}^f \right) + \sum_{f, i \notin s(f)} \beta_{i, \text{out}}^f \left( r_i - \gamma_{i}^f \right) + \sum_{f, i \notin s(f)} \beta_{s(f), \text{out}}^f \left( r_i - \lambda_f \right) \]

\[ \beta_{i, \phi, \text{out}}^f \in R \]

\[ \beta_{s(f), \text{out}}^f \in R \]

(9)

The optimal solution for (2) tells the maximum data rate of each flow and the data rate on each link or each coding structure. We would like to use a Lagrangian dual decomposition method to solve our problem. Corresponding to constraints (3)–(6), we define Lagrange multipliers \( \beta_{i, \text{in}}^f, \beta_{i, \phi, \text{out}}^f, \beta_{i, \text{out}}^f, \) and \( \beta_{s(f), \text{out}}^f \), respectively [33]. Later, we will see that these multipliers reflect the queue sizes. The Lagrangian is (9), and the dual of problem (2) is

\[ \min D(\beta) \]

(10)

where \( G_f(\beta) \) is a function of \( \lambda_f, V_i(\beta) \) is a function of \( \gamma_i \) and \( \gamma_{i, \phi} \), and \( V_2(\beta) \) is a function of \( r_i \) and \( r_i, \phi \), and

\[ D(\beta) = \max_{\lambda, \gamma, r} L(\lambda, \gamma, r, \beta) \]

(11)

Since the dual objective function \( D(\beta) \) is convex, we use the subgradient method to solve the dual problem [11], [33]. Generally, the subgradient method uses the iteration

(12)

where \( t \) is the iteration index. We thus derive the updating rules for the Lagrange multipliers as follows:

\[ \beta_{i, \text{in}}^f(t + 1) = \beta_{i, \text{in}}^f(t) - \frac{D(\beta(t))}{D(\beta)} \]

(13)

Note that the update method for \( \beta_{s(f), \text{out}}^f \) is different from \( \beta_{i, \text{out}}^f \), as shown in (15) and (16). Equations (17)–(19) tell how to find \( \lambda, \gamma, \) and \( r \) at different \( t \) required, as shown in the following:

\[ \lambda_f(t) = \max_{0 < \lambda_f \leq X_f} U_f(\lambda_f) - \beta_{s(f), \text{out}}^f(t) \]

(17)

\[ \gamma_i(t) = \max_{\gamma \in \Gamma} V_i(\beta(t)) \]

(18)

\[ r_i(t) = \max_{r_i \in R} V_i(\beta(t)) \]

(19)

(19)

\[ \alpha_f^f, \alpha_{i, \phi, \text{out}}^f, \text{ and } \alpha_{i, \text{out}}^f \text{ are iterative step sizes. } [\bullet]^+ = \max(\bullet, 0). \] That is, all Lagrange multipliers must not be negative. The process continues until \( \beta \) converges. Assume that \( R \) and \( \Gamma \) are convex. When the step size is set appropriately small, \( \lambda, \gamma, \) and \( r \) converge to the optimal solution [11].

The optimal solution requires the feasible rate region \( R \) to be predetermined, which is NP-complete. Even if we have \( R \), calculating \( \gamma(t) \) and \( r(t) \) is still difficult. Moreover, the computational overhead would be huge due to a small iterative step size. Nevertheless, the subgradient method for the Lagrangian dual problem has an attractive decomposition property: For each \( t \), (17) determines the data rate of each flow (congestion control component), (18) assigns the transmission mode for each received packet, and (19) provisions a scheduling policy. This motivates us to develop a suboptimal cross-layer optimization algorithm.

D. Cross-Layer Optimization Algorithm

We now consider \( t \) as the time slot, whereas earlier, it denotes the iterative index. Let \( \alpha_f^f = 1. \beta_{i, \text{in}}^f(t) \) then reflects the size of input queue \( X_i^f \) at time slot \( t \).

The number of packets leaving \( X_i^f \) at time \( t \), whereas \( \sum_{\phi \in \Phi} \beta_{i, \phi, \text{out}}^f \) at time \( t \), whereas \( \sum_{\phi \in \Phi} \beta_{i, \phi, \text{out}}^f \) at time \( t \) denotes the number of
packets coming at $X_i^f$ at time $t$. Therefore, $\beta^f_{i,\text{in}}(t + 1)$ calculated by (13) implies the size of $X_i^f$ at time $t + 1$. Similarly, $\gamma^f_{i,\text{out}}(t)$ denotes the number of packets of flow $f$ arriving in $Z_{i,\phi}$ at time $t$, whereas $r^f_{i,\phi}(t)$ denotes the number of coded packets sent out at $t$. Therefore, $\beta^f_{i,\text{out}}(t)$ implies the size of $W_i^f$ at time $t$. For the same reason, $\beta^f_{i,\text{out}}(t)$ reflects the size of $W_i^f$ at time slot $t$.

There are three categories of variables in (17)–(19): the set of flow data rate $\bar{X}$, transmission-mode assignment decision $\bar{\gamma}$, and transmission schedule $\bar{r}$. In each iterative step, the optimal solutions of these variables can be found using the Lagrangian multipliers accordingly. In other words, (17)–(19) provide the policies for congestion control, transmission-mode assignment, and scheduling based on the current backlog of each queue.

We now proceed to describe our algorithm. At the beginning of each time slot, some new packets may arrive in $X_i^f$. Each node decides the transmission mode (traditionally or coded) for each packet in $X_i^f$ such that the packets in $X_i^f$ are transported to a certain output queue. Then, $p_f(t)$ can drop the packets that will be transmitted traditionally by $i$. After the transmission-mode assignment procedure, a certain feasible schedule is selected and then a set of links transmit at the current time slot. The transmission schedule at the current time slot would affect the queue sizes at each node at the next time slot, and then, the data rate injected into the network at the next time slot would be adjusted. In the next time slot, the whole procedure will be executed again. The procedures of flow control, transmission-mode assignment, and transmission scheduling cooperate with each other to improve network throughput performance. Each time slot is divided into three phases. In the first phase, the source node determines the amount of new packets injected into the network. In the second phase, node $i$ decides the transmission mode (traditional or coded) of each newly received packet. This involves moving a packet from the input queue ($X_i^f$) to a certain output queue. In the third phase, a feasible schedule is selected to allow a set of links to transmit data packets during the whole time slot.

When the context is clear, we use $X_i^f(t)$ and $W_i^f(t)$ to denote the queue sizes at time slot $t$. Let $Z_{i,\phi}(t)$ denote the number of packets for flow $f$ contained in queue $Z_{i,\phi}$ at time $t$. For instance, if $Z_{i,\phi}$ contains $m$ coded packets and $l$ native packets of $f$ at time $t$, $Z_{i,\phi}(t) = m + l$, whereas $Z_{i,\phi}(t)$ contains $m$, where $f' \in \phi$. In other words, $Z_{i,\phi}(t)$ is determined based on the current status of output queue $Z_{i,\phi}$. As aforementioned, we consider Langrangian multipliers in (13)–(15) as the queue sizes. We thus rewrite (17)–(19) as follows:

$$
\lambda_f(t) = \arg \max_{0 < \lambda_f \leq \Lambda_f} U_f(\lambda_f) - \alpha^s_{f}(\lambda_f) W^f(t) \lambda_f 
$$

$$
\gamma^f(t) = \arg \max_{\gamma^f \in \Gamma} \left\{ \sum_{i;\phi \in \Phi(i); f \in \phi} \left( X_i^f(t) - Z_i^f(t) \right) \gamma^f_{i,\phi} + \sum_{f' \in \phi; i; \phi \in \Phi(i); f \neq f'} \left( X_i^f(t) - W_i^f(t) \right) \gamma^f_{i,\phi} \right\} \quad (21)
$$

$$
\bar{r}(t) = \arg \max_{\bar{r} \in \mathbb{R}} \left\{ \sum_{i,\phi \in \Phi(i)} \left( \sum_{f \in \phi} \left( Z_i^f(t) - X_i^f(t) \right) \right) r_{i,\phi} + \sum_{i,f} \left( W_i^f(t) - X_i^f(t) \right) r_i^f \right\}. \quad (22)
$$

Equations (20)–(22) describe the policies on three layers: congestion control, transmission-mode assignment, and scheduling. Equation (20) specifies how to determine the data rate injected into the network in phase 1 of time slot $t$. Given $U_f(\lambda_f)$, we can calculate an optimal $\lambda_f$ to maximize $U_f(\lambda_f) - \alpha^s_f W^f(t) \lambda_f$. In other words, (20) denotes a flow control policy, where $\alpha^s_f$ is a factor for congestion control. $U_f(\lambda_f)$ is normally a monotonically increasing function of $\lambda_f$; thus, smaller $\alpha^s_f$ implies that more packets would be injected into the network. $\alpha^s_f$ should be set according to the buffer size. For instance, if each node in the network has a larger buffer size, we can set smaller $\alpha^s_f$ to allow more packets injected into the network. On the other hand, the larger $\alpha^s_f$ is suitable for the smaller buffer size of each node. According to (21), we should move the packet from $X_i^f$ to the output queue containing the least number of packets for $f$. In the case that $Z_{i,\phi}$ and $W_i^f$ contain the same number of packets for $f$, we prefer to move the packet to $W_i^f$. Equation (22) presents the scheduling policy to determine which links should transmit concurrently at time $t$. Based on our transmission-mode assignment scheme, $Z_{i,\phi}(t)$ must not be larger than $W_i^f(t)$. Under the stochastic traffic model, it is possible that $Z_{i,\phi}(t)$ contains all native packets of flow $f$ but no packet of another flow $f'$. In this case, $(Z_{i,\phi}(t) - X_i^f(t)) r_{i,\phi} + (Z_{i,\phi}(t) - X_i^f(t)) r_{i,\phi}$ must not be larger that $(W_i^f(t) - X_i^f(t)) r_i^f + (W_i^f(t) - X_i^f(t)) r_i^f$, where $r_{i,\phi} = \min\{r_i^f, r_i^f\}$. This implies that our scheduling scheme would not schedule a native packet in $Z_{i,\phi}$ to be transmitted. The joint solution of transmission-mode assignment and the scheduling policy intentionally assign some native packets in $Z_{i,\phi}$ waiting to be coded in the future. Moreover, the packets in $Z_{i,\phi}$ must be transmitted in a coded manner; the channel resources would be efficiently utilized. The outline of our algorithm is shown in Algorithm 1.

**Algorithm 1** Cross-layer optimization algorithm

1: for Each time slot $t$ do
2:    for each flow $f$ going through $i$ do
3:        if $i = s(f)$ then
4:            if $U(\lambda_f) - \alpha W_i^f(t) \cdot \lambda_f \leq 0$ for any $\lambda_f \in (0, \Lambda_f)$ then
5:                set $\lambda_f = 0$
6:            else
7:                inject new packets containing $\Lambda_f$ amount of data.
8:        for each packet in $X_i^f$ do
9:            move the packet to the output queue with the smallest size

10: end for
11: end for
10: Apply the greedy maximal scheduling (GMS)-framework to find a feasible schedule based on (22)

As mentioned in Section III, each vector \(\vec{r}\) corresponds to a feasible schedule. Equation (22) represents a scheduling policy. We rewrite (22) as

\[
M^*(t) = \arg \max_{M \in \text{Col}(M)} \left\{ \sum_{i, \phi \in \Phi(i)} \left( \sum_{f \in \phi} (Z_{i,\phi}^f(t) - X_{s,f(i)}^f(t)) \right) \right\}
\times r_{i,\phi}(M) + \sum_{i, f} \left( W_{i}^f(t) - X_{s,f(i)}^f(t) \right) r_{i,\phi}^f(M). \tag{23}
\]

Finding the optimal solution of (23) is NP-hard [4]. Many practical scheduling solutions have been proposed. One of the most well-known suboptimal scheduling policies is the GMS policy [4]. GMS schedules links in decreasing order of the link weight conforming to interference constraints. According to the policy of (23), the weight of each link should correspond to the queue size and the rate of that link. Generally, given node \(i\), the weight of each coding link in \(\phi\) is

\[
\omega(i, \phi) = \sum_{j \in \phi} (Z_{i,\phi}^j(t) - X_{s,f(i)}^j(t)) r_{i,\phi}^f. \tag{24}
\]

We define the weight of each native link \((i, s'(i))\) as

\[
\omega_i^f = \left( W_{i}^f(t) - X_{s,f(i)}^f(t) \right) r_{i,\phi}^f. \tag{25}
\]

Let \(L\) be the set of all the (native or coding) links with backlogged packets, and \(L'\) be the set of links to transmit at time \(t\). At each time slot \(t\), GMS selects the (native or coding) link with the maximum weight and moves the link from \(L\) to \(L'\). Then, GMS removes all the link interfering with the selected links in \(L'\). The process continues until \(L\) is empty. Our description assumes using the protocol interference model, i.e., the data rate on each link does not depend on the specific schedule. If we apply the physical-layer interference model, the weight on each link in \(L\) should be updated after each link is added into \(L'\). In [34], a distributed version for GMS, which is called LGMS, is developed. In our cross-layer optimization algorithm, flow control and transmission-mode assignment are performed by each node independently. Thus, our algorithm can be implemented in a distributed manner. In practical wireless networks, link rate and packet loss ratio are time-varying, as subjected to fading variations. Nevertheless, our scheduling policy can be easily extended to account for fading (see [5] for detailed discussion).

E. Stability Analysis

Earlier, we provide a suboptimal cross-layer optimization algorithm, developed by the joint of (20), (21), and (23). Without congestion control, the source node would accept all the packets from upper layer. Based on the proposed node model, (21) and (23) present the scheduling policy. The data rate region \(\vec{\lambda}_\Delta\) supported by scheduling policy \(\Delta\) means that, when the data rate strictly falls \(\vec{\lambda}_\Delta\), scheduling policy \(\Delta\) stabilizes the network. \(\vec{\lambda}_\Delta\) must not be larger than the stability region \(\Lambda\). A better scheduling policy would support a larger data rate region. In the following, we formally show that the data rate region supported by the proposed scheduling policy is \(\Lambda\). We employ the quadratic Lyapunov function shown in the following:

\[
L \left( \vec{X}(t), \vec{W}(t), \vec{Z}(t) \right) = \sum_{f, i \neq s(f)} \left( (X_{i}^f(t))^2 + (W_{i}^f(t))^2 \right) + \sum_{\phi \in \Phi(i)} \left( Z_{i,\phi}^f(t) \right)^2 + \sum_{f} \left( W_{s(f)}^f(t) \right)^2. \tag{26}
\]

Let \(\lambda_f(t)\) denote the amount of data for flow \(f\) injected into the network. In the proposed policy, the queue update rules are as follows:

\[
X_{i}^f(t + 1) = \left[ X_{i}^f(t) - \left( \sum_{\phi \in \Phi(i)} \gamma_{i,\phi}^f(t) + \gamma_{i,\phi}^f(t) \right) \right] + \sum_{\phi \in \Phi(j)} r_{j,\phi}^f(t), \quad j = p(f(i))
\]

\[
W_{i}^f(t + 1) = \left[ W_{i}^f(t) - r_{i,\phi}^f(t) \right] + \gamma_{i,\phi}^f(t)
\]

\[
Z_{i,\phi}^f(t + 1) = \left[ Z_{i,\phi}^f(t) - r_{i,\phi}^f(t) \right] + \gamma_{i,\phi}^f(t)
\]

\[
W_{s(f)}^f(t + 1) = \left[ W_{s(f)}^f(t) - r_{s(f)}^f(t) \right] + \lambda_f(t). \tag{27}
\]

\(r_{i,\phi}^f(t)\) denotes the amount of flow \(f\) transmitted by coding structure \(\phi\) at time \(t\), which depends on \(r_{i,\phi}(t)\) and the backlogs in \(Z_{i,\phi}\). Based on the transmission-mode assignment, if the packets in \(Z_{i,\phi}\) are all native packets, \(\phi\) would not be scheduled at \(t\). That is, if \(r_{i,\phi}(t) = 0\), \(Z_{i,\phi}\) must contain the coded packets from two flows. Therefore, we have

\[
r_{i,\phi}^f(t) = r_{i,\phi}(t). \tag{28}
\]

\(X_{i}^f(t + 1)\) is calculated as two parts: the remaining packets in \(X_{i}^f\) that are not transmitted at time slot \(t\), and the amount of packets for \(f\) arriving at \(i\) at time slot \(t\). Let each element in \(\gamma^f\) be upper bounded by a positive number. For instance, we set \(\gamma_{i,\phi}^f(t) \leq c_{i,\phi}(t)\), where \(c_{i,\phi}(t)\) is the maximum supported link rate between \(i\) and \(s'(i)\). Since each element in \(\vec{r}\) and \(\vec{Z}\) is upper bounded by a positive constant, according to in [35, Lemma 4.3], we have the following:

\[
\left( X_{i}^f(t + 1) \right)^2 - \left( X_{i}^f(t) \right)^2 \leq B_1 + 2X_{i}^f(t) \left( \sum_{\phi \in \Phi(j)} r_{j,\phi}^f(t) + r_{j,\phi}^f(t) \right) - \left( \sum_{\phi \in \Phi(i)} \gamma_{i,\phi}^f(t) + \gamma_{i,\phi}^f(t) \right)
\]
\[
\left( W_i^f (t+1) \right)^2 - \left( W_i^f (t) \right)^2 \\
\leq B_2 + 2W_i^f (t) \left( \gamma_i^f (t) - r_i^f (t) \right) \\
\left( Z_{i,\phi}^f (t+1) \right)^2 - \left( Z_{i,\phi}^f (t) \right)^2 \\
\leq B_3 + 2Z_{i,\phi}^f (t) \left( \gamma_{i,\phi}^f (t) - r_{i,\phi}^f (t) \right) \\
\left( W_{s(f)}^f (t+1) \right)^2 - \left( W_{s(f)}^f (t) \right)^2 \\
\leq B_4 + 2W_{s(f)}^f (t) \left( \lambda_f (t) - r_{s(f)}^f (t) \right) \\
\leq B_4 + 2W_{s(f)}^f (t) \left( \lambda_f (t) - r_{s(f)}^f (t) \right) \\
\]  
(29)

In (29), \( B_1, B_2, B_3, \) and \( B_4 \) are constant positive numbers. As \( \bar{X} \) strictly falls in the stability region \( \Lambda \), there exists \( \bar{X} \) also inside of \( \Lambda \), such that each element in \( \bar{X} \) is \( \epsilon \) larger than the corresponding element in \( \bar{X} \), where \( \epsilon \) is a small positive number. Denote by \( \nu_i^f \) the rate of \( f \) carried on link \((i, s^f (i))\) and by \( \nu_{i,\phi} \) the rate of the coded data carried in the coding structure \( \phi \) at node \( i \). We can identify \( \nu_i^f \) and \( \nu_{i,\phi} \) corresponding to \( \bar{X} \); therefore, we have

\[
\nu_{s(f)}^f = \lambda_f + \epsilon. \\
\]  
(30)

According to (21) and (22), we have, respectively, the following:

\[
\left\{ \sum_{i, f, \phi \in \Phi (i)} \left( X_i^f (t) - Z_{i,\phi}^f (t) \right) \nu_{i,\phi} \right\} \\
+ \sum_{i \neq s(f), f} \left( X_i^f (t) - W_i^f (t) \right) \nu_i^f \leq \left\{ \sum_{i, f, \phi \in \Phi (i)} \left( X_i^f (t) - Z_{i,\phi}^f (t) \right) \gamma_i^f (t) \right\} \\
+ \sum_{i \neq s(f), f} \left( X_i^f (t) - W_i^f (t) \right) \gamma_i^f (t) \right\} \\
\left\{ \sum_{i, \phi \in \Phi (i)} \left( Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \nu_{i,\phi} \right\} \\
+ \sum_{i, f} \left( W_i^f (t) - X_{s(f)}^f (t) \right) \nu_i^f \leq \left\{ \sum_{i, \phi \in \Phi (i)} \left( Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \tau_{i,\phi} \right\} \\
+ \sum_{i, f} \left( W_i^f (t) - X_{s(f)}^f (t) \right) \tau_i^f \right\} \\
\leq \left\{ \sum_{i, \phi \in \Phi (i)} \left( Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \right\} \nu_{i,\phi} \\
+ \sum_{i, f} \left( W_i^f (t) - X_{s(f)}^f (t) \right) \nu_i^f \right\} \\
\leq \left\{ \sum_{i, \phi \in \Phi (i)} \left( Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \right\} \nu_{i,\phi} \\
+ \sum_{i, f} \left( X_i^f (t) - W_i^f (t) \right) \nu_i^f \right\} \\
\]  
(31)

We then calculate (33), shown below. By (29), we have the inequality (a), where \( B \) is a constant positive number. Based on (28), we have equality (b). By (31) and (32), we have inequality (c) in (33). Since \( X_{d(f)}^f (t) = 0 \) for any \( t \), where \( d(f) \) is the destination of \( f \), we have equality (d).

\[
\left( \bar{X} (t+1), \bar{W} (t+1), \bar{Z} (t+1) \right) - L \left( \bar{X} (t), \bar{W} (t), \bar{Z} (t) \right) \\
\leq (a) + B + 2 \sum_{f, i \neq s(f)} \left\{ \sum_{j = p^f (i), \phi \in \Phi (j)} r_j^f (t) \right\} \\
- \sum_{\phi \in \Phi (i)} \gamma_{i,\phi}^f (t) + \gamma_i^f (t) \right\} \\
+ W_i^f (t) \left( \gamma_i^f (t) - r_i^f (t) \right) \\
+ \sum_{\phi \in \Phi (i)} Z_{i,\phi}^f (t) \left( \gamma_{i,\phi}^f (t) - r_{i,\phi}^f (t) \right) \\
+ 2 \sum_{f} W_{s(f)}^f (t) \left( \lambda_f (t) - r_{s(f)}^f (t) \right) \\
= (b) B + 2 \sum_{f} W_{s(f)}^f (t) \lambda_f (t) \\
- 2 \sum_{i, \phi \in \Phi (i)} \left( \sum_{f} Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \nu_{i,\phi} \\
+ \sum_{i, f} \left( W_i^f (t) - X_{s(f)}^f (t) \right) \nu_i^f \right\} \\
\right\} \\
- 2 \sum_{i, \phi \in \Phi (i)} \left( X_i^f (t) - Z_{i,\phi}^f (t) \right) \tau_{i,\phi} \right\} \\
+ \sum_{i, f} \left( X_i^f (t) - W_i^f (t) \right) \tau_i^f \right\} \\
\leq (c) B + 2 \sum_{i} W_{s(f)}^f (t) \lambda_f (t) \\
- 2 \sum_{i, \phi \in \Phi (i)} \left( Z_{i,\phi}^f (t) - X_{s(f)}^f (t) \right) \nu_{i,\phi} \\
+ \sum_{i, f} \left( W_i^f (t) - X_{s(f)}^f (t) \right) \nu_i^f \right\} \\
\right\} \\
\leq (d) B + 2 \sum_{f} W_{s(f)}^f (t) \lambda_f (t) \\
- 2 \sum_{f} W_{s(f)}^f \nu_{s(f)}^f + \sum_{f} X_{s(f)}^f (t) \nu_{i,\phi} \right\} \\
\leq B + 2 \sum_{f} W_{s(f)}^f \lambda_f (t) - 2 \sum_{f} W_{s(f)}^f \nu_{s(f)}^f \\
\]  
(33)
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V. SIMULATION RESULTS

Here, we evaluate the performance of our proposed algorithms via packet-level simulation. We compare the proposed algorithm with the method [2], [5] presented in (1). The work in [8] describes the disparity in the buffer size used in various research platforms. The buffer keeps both the packets waiting to be transmitted and the packets waiting for decoding future coded packets. If the buffer at a node is full, the node will drop the new incoming packet in default [7]. Another option is to drop a sent packet to accommodate the new incoming packet. If the sent packet dropped is needed for decoding later, more bandwidth resources will be wasted. Therefore, dropping new incoming packets is more appropriate. For simplicity, each link in the network has the same transmission rate of 1 Mb/s. In our simulation, we use the objective of maximizing network throughput, i.e., $U(\lambda_f) = \lambda_f$. $\alpha$ in Algorithm 1 is a factor for congestion control. We apply the commonly used 2-hop interference model [4] in our simulations. Each second is divided into 100 time slots, and each link can transmit a packet in each time slot. The simulation runs 500 s, and the average throughput is counted as the amount of data received by the destinations divided by 500 s.

We randomly deploy 80 nodes in an area of 1000 m $\times$ 1000 m. The transmission range is 200 m. We find 12 source–destination pairs, and then deploy two flows with opposite direction on each pair. There are a total of 24 flows in the network. For each pair of a source and a destination, the average data rate of one direction is twice of that of the other direction. Here, the data rate means the amount of data injected from the upper layer, and the amount of data getting into a routing layer depends on the specific congestion control scheme. We conduct simulations on two data arrival modes: Poisson and uniform. We produce different instances for each scenario, and the results are the average on five different instances. We first apply the default ns-2 buffer size of 50 packets in each node. We set $\alpha = 0.1$, which implies that the source node will not inject new data packets into the network if the buffer size is larger than 10, which is called the congestion window size.

Fig. 4 shows the throughput and packet loss ratio with varying the average data rate of the flows. The data arrival follows Poisson distribution. When the data rate is small, the network can support all the injected packets; thus, the throughput with the existing method differs only a little with the proposed method, as shown in Fig. 4(a). As the average data rate increases, some packets would be dropped due to buffer overflow. Since the existing method requires a larger decoding buffer, the throughput decreases due to packet dropping. Although the throughput of the proposed method also reduces, the gap between the throughputs of the two methods becomes larger as the data rate increases. In Fig. 4(a), when the data rate changes from 0.2 to 0.25, the throughput of our policy is slightly reduced. We apply the same congestion control policy in the existing scheduling mechanism. With the congestion control, the total number of packets injected into the network is almost the same. Thus, the throughput does not change a lot. This implies that, when the data rate is too large, congestion control would guarantee the stable throughput of the network. We also observe that the stable throughput of the existing method is much lower than that of our method. Fig. 4(b) shows the change of packet loss ratio as the data rate varies. Note that packet loss means that packets are dropped due to overflow. As the data rate increases, the packet loss ratio increases, and the packet loss ratio of the existing method grows faster than that of our method. We observe that the packet loss ratio of our
proposed method does not grow a lot when the data rate is larger than 0.2, which is because the number of packets injected into the network does not increase by using congestion control. Fig. 5 shows the simulation results with the uniform data arrival distribution, and the performance of our algorithm is similar as that with the Poisson data arrival model.

In both Figs. 4 and 5, channel is assumed to be ideal, and each packet transmission is successful. We then simulate the Rayleigh fading channel and evaluate the performance of the two methods. We apply the Poisson arrival model, and Fig. 6 shows the simulation results. We observe the different variation trends for the throughput of the two algorithms in Fig. 6(a).

When the data rate is small, the network is not saturated, the packet loss is mainly due to fading. Therefore, the throughputs and packet loss ratios of two algorithms are almost the same. Since some packets are lost due to fading, as compared with the links without fading, buffer overflow occurs at a higher data rate. In other words, a larger data rate is required to saturate the network when considering fading. This explains that the throughput of our algorithm with fading is lower than that without fading. Moreover, the maximum throughput of our algorithm with fading happens at a larger data rate as compared with that without fading. On the other hand, the network is saturated at a small data rate with the existing method. Therefore, the throughput decreases as the data rate increases, and the packet loss at the large data rate is mainly due to buffer overflow. Fig. 6(b) verified that the packet loss ratio of our algorithms grows a little bit. Since throughput of our policy increases a little bit as data rate increases, the number of packets being transmitted increases a little. Moreover, the packet loss is mainly due to fading under this situation; thus, the packet loss ratio grows slightly. Afterward, we let the successful transmission ratio on each link randomly fall in $[0.85, 0.99]$, and Fig. 7 shows the simulation results. For the same reason, the performance change is similar as that with the Rayleigh fading channel.

Afterward, we study the performance when the links are of different rates. We let the transmission rate of each link follow the uniform distribution $[1, 10]$ Mb/s. Since the transmission rate is larger, we set the buffer size of each node to be
1000 packets and the congestion control window size to be 200 packets. Fig. 8 shows the simulation results. Performance analysis in a multirate scenario is more complicated than that in single rate. When the data rate is small, the backlog may be smaller than the transmission rate; therefore, bandwidth resources would not be fully utilized. On the other hand, the larger data rate may introduce more packets dropped, which reduces network throughput. This is why we observe that the throughput does not have an obvious trend. Generally, our algorithm yields higher throughput and lower packet loss ratio.

We also test the performance of our algorithm as the buffer size and the congestion control window size change. When the number of packets in the output buffer of the source node is larger than the congestion window size, the source node would not inject new packets from the upper layer. The data rate is set to 0.25 Mb/s. We set the congestion window size to be 20 packets, and Fig. 9 shows the simulation results with a change of buffer size. As fewer packets would be dropped by using a larger buffer size, the throughput increases as the buffer size increases. When the buffer size is large enough, there are almost no packets dropped; therefore, the throughput of our algorithm is almost the same as that of the existing algorithm. We observe that the throughput of our algorithm is much larger than that of the existing algorithm at several instances. This shows that buffer space plays a more significant impact on the existing algorithm than our algorithm. We then set the buffer size to be 100 packets, and Fig. 10 shows the simulation results as congestion window size changes. When the congestion window size is smaller, less packets would be injected into the network, so that the network would not be heavy loaded and less packets are dropped due to overflow. Therefore, the throughput is higher, and packet loss ratio is lower when the congestion window size is smaller. With the larger congestion control window size, more packets are injected into the network. The existing algorithm requires more buffer space than our algorithm; therefore, more packets are dropped. We thus observe that the throughput of the existing algorithm reduces more quickly than that of our algorithm. Generally, under the limited buffer space, the proposed algorithm can effectively reduce buffer overhead introduced by
VI. CONCLUSION

This paper has studied a scheduling issue with network coding in wireless networks. In particular, the space overhead issue introduced by network coding has been studied since each node normally has a finite buffer space, and packets may be dropped due to overflow. To reduce packet loss ratio and improve network throughput, this paper has proposed a scheduling scheme comprising a transmission-mode preassignment procedure and a transmission scheduling procedure. Simulation results demonstrated that space overhead introduced by network coding significantly affects network performance, and the proposed scheduling method outperforms the existing algorithm.
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