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Abstract—Noncontact optical imaging is frequently used in the inspection and metrology of stationary objects, including in particular the reconstruction of the 3-D surface profile. A technique, known as phase-measuring profilometry, involves projecting a sinusoidal pattern and then inferring the height of various points on the object by measuring the resulting phase changes at the respective locations. However, this method cannot be directly applied to systems involving moving objects, as the translation and the perspective geometry effect manifest as errors in the height calculations. In this paper, we report on an imaging and numerical surface profilometry with error compensation technology (INSPECT) measurement system that is tailored for moving objects. We model the imaging system that considers the nonlinear perspective geometry effect, and simplify to a first-order equation using Taylor series expansion. With this, we generalize the conventional phase shift algorithm, and develop the optimization procedures that can compute the height information effectively. We apply this technology to the INSPECT measurement system in semiconductor manufacturing and show significant improvement in accuracy and robustness.

Index Terms—3-D image acquisition, fringe pattern analysis, fringe pattern profilometry, image reconstruction, industrial inspection, surface measurement.

I. INTRODUCTION

VISUAL inspection and metrology are the key steps in many manufacturing operations, and developing machine vision systems for such tasks demands continuous research and development to cope with the constantly tightening specifications [1]. A specific case is the semiconductor industry, where the complex manufacturing process is divided into the front and the back end [2], [3]. The former includes procedures such as optical lithography, ion implantation, and etching, and requires monitoring of wafer flatness and thickness uniformity, mask defect detection, and hotspot detection in the circuit pattern [4], to name a few inspection and metrology tasks. As for back end, the major steps are assembly and packaging, and they involve steps such as die bonding, wire bonding, and integrated circuit (IC) encapsulation. Certain advanced packaging types such as ball grid array, which is a form of surface-mount technology (SMT), often require 3-D inspection and metrology, specifically in producing the surface profile of the connectors for bonding or the epoxy adhesive. This is the focus of this paper.

There are at least three conflicting requirements for the design of the imaging instrument and the associated algorithms for semiconductor assembly and packaging inspection.

1) The IC dies contain small feature sizes, requiring a high precision in metrology.
2) There is often a need for inspecting a large field of view (FOV).
3) The sheer volume of inspection demands a high throughput on the production line.

In this paper, we want to include a fourth requirement, which is that the item being inspected is moving on a conveyor belt. This is conducive to enhancing the throughput of the whole system, at the expense of requiring extra computation in adjusting for the object position when multiple images are taken. Moreover, some error sources such as the perspective geometry effect may cause inaccurate surface profilometry of moving objects. Thus, our objective is to develop an imaging and numerical surface profilometry with error compensation technology (INSPECT) measurement system, for high-resolution, high-precision, and dense surface profilometry of moving objects, and then apply it in semiconductor back end manufacturing and assembly applications.

We should note that some 3-D imaging techniques and systems have already been commercialized for metrology applications over the years [5]; nevertheless, many of them cannot meet the ever-increasing requirements of precision and speed from the semiconductor industry. These systems are based on a variety of optical noncontact approaches, including, for instance, shape from shading, stereo, depth from focus, confocal imaging, and time-of-flight, each with some shortcomings. The first one, shape from shading, is intrinsically ill-posed, and it has been argued that most of the assumptions are inappropriate for surface reconstruction in a real environment [6]. Area-based stereo, using multiple cameras, can obtain a dense surface map, but this approach fails at featureless regions [7]. Depth from focus provides
a powerful means of recovering the high-resolution shapes of rough surfaces through an objective lens with a large numerical aperture. However, it cannot determine the depth of a homogeneous surface without visible contrast variation [8]. Confocal imaging is able to reconstruct an object profile with a high precision, but it is not suitable for high-speed measurement due to its sequential acquisition. While laser triangulation projects lines or a dot matrix pattern to reduce the scanning process [9], speckle is inevitable in the captured data, and results in a fundamental uncertainty in the surface measurement. Finally, the time-of-flight camera makes it possible to capture the depth image in real-time [10], but there exists error caused by multiple reflections of the active light inside and outside the camera.

Aside from these approaches, phase-measuring profilometry (PMP) is another surface measurement technique, which involves projecting a known fringe pattern on the object and detecting the phase changes from the captured images, with which one can infer the object height at different locations. In our view, this method is most amenable to our application requirements [11]. There are two principal ways to create the fringe pattern. First, it can be generated by the interference of coherent light waves. This can achieve nanometer resolution for surface topography, but the measuring range is limited by the source wavelength, and a computationally intensive phase unwrapping step is needed when the height range is larger than the wavelength [12]. Moreover, the fringe pattern generated from interference is very sensitive to vibration, which limits its applications to vibration-free environment. Second, the fringe pattern can be customized using gratings or digital light processing projectors [13]. In its design, we can actively control the frequency of the fringe pattern to avoid the need for phase unwrapping. In addition, this method allows for measuring the shape of an object even in the absence of high-contrast feature points. Our technique follows the second approach.

In what follows, we first give a brief overview of the PMP technique, explaining in particular the algorithm to reconstruct the height information. We will then discuss the additional requirement of measuring moving objects, and present our technique that can solve this problem.

II. PHASE-MEASURING PROFILOMETRY

A. Imaging Model and the Surface Reconstruction Algorithm

Since for each row of the projected sinusoidal patterns, the phase varies in a similar manner, we label this direction as the \( x \)-direction, and consider the cross-sectional reconstruction of the object surface on the \( xz \) plane. The same procedure can be applied for different values of \( y \), its orthogonal direction [14]. Furthermore, this cross-sectional reconstruction procedure also works even if there is a rotation between the projected fringe pattern and the chosen coordinate system. To simplify the discussions, in the following, we designate the 3-D coordinate of a point with its \( x \)- and \( z \)-coordinate only.

Now, consider a specific point of the object at coordinate \( x_0 \), with height \( h(x_0) \). The phase of the sinusoid projected on this point is a function of these two quantities, denoted as \( \phi(x_0, h(x_0)) \). The intensity of the captured image at this location, \( I(x_0) \), is then a function of this phase, as well as two other quantities, the background intensity \( B(x_0) \) and the fringe contrast \( C(x_0) \), given by

\[
I(x_0) = B(x_0) + C(x_0) \cos \phi(x_0, h(x_0)) + N(x_0)
\]

where \( N(x_0) \) is the additive noise at this location.

The task is then to model the relationship between the phase and the height at the reconstruction location. In a telecentric projection and imaging system, when the sinusoidal grating is orthographically projected onto the whole measuring space with an incident angle \( \alpha \), the phase \( \phi(x_0, h(x_0)) \) changes linearly according to the displacement of the reconstructed point along the \( x \)- and \( z \)-direction, respectively. Denoting the spatial frequency along the \( x \)-direction as \( f_x \), we can model the phase on the reference plane by

\[
\phi(x_0, 0) = 2\pi f_x x_0.
\]

As shown in Fig. 1, the incoming light, modulated by the sinusoidal grating, illuminates the point \( \mathcal{P} \) on the reconstructed object. If the object were absent, this light would illuminate the point \( \mathcal{P} \) instead on the reference plane. Based on the triangular relationship, the offset of the illuminated point would be

\[
\Delta x = h(x_0) \tan \alpha
\]

and the corresponding phase offset would be \( 2\pi f_x \Delta x \). Let the \( f_z = f_x \tan \alpha \), then the phase at the point \((x_0, h(x_0))\) is then given by

\[
\phi(x_0, h(x_0)) = 2\pi f_z x_0 + 2\pi f_z \Delta x = 2\pi f_z x_0 + 2\pi f_z h(x_0).
\]

With this linear relationship between the height and the phase, at a given location \( x_0 \), one can reconstruct the height from its phase efficiently [15].

The goal of a phase-shift algorithm (PSA) is to deduce the phase, and subsequently the height, of all points from the captured image given by (1). Since we are dealing with all the points, we can drop the subscript in \( x_0 \). On the other hand, we want to eliminate the contributions of the background intensity and fringe contrast in our observed image. In theory, this is possible by capturing two additional images with different phase patterns; in practice, acquiring altogether four images.
seems to be the minimal requirement. Accordingly, we rewrite (1) as
\[ I_k(x) = B(x) + C(x) \cos \phi_k(x, h(x)) + N_k(x) \] (5)
where \( k = 1, \ldots, n \), and \( n \) is the total number of images acquired for postprocessing. Note that the background intensity and fringe contrast are independent of \( k \).

The next major task is to model these different phase patterns. Let us denote the relative phase shift of the \( k \)th image be \( \theta_k \), with \( \theta_1 = 0 \) as the reference. Then
\[ \phi_k(x, h(x)) = \phi(x, h(x)) + \theta_k. \] (6)

We need to choose a set of \( \theta_k \) that are both practical to realize and mathematically convenient to process. Regarding the former question, physically, there are two ways to create these phase shifts. First, we can keep the object stationary, and move the sinusoidal grating through a piezoelectric transducer. However, the nonlinearity of the transducer will introduce phase shift errors during the reconstruction process. Another issue is that we can only reconstruct the surface within a small FOV. Second, we can keep the grating fixed, and move the object by an amount equal to \( s_k \) along the \( x \)-direction. In this case, \( \theta_k = 2\pi f_s s_k \). Regarding the latter consideration, a particularly common choice for \( s_k \) is to shift uniformly within one period of the sinusoid, such that \( \theta_k = (k - 1)\pi/2 \). It is sufficient to note that, with four images, a possible way to recover the wrapped phase is
\[ \phi(x, h(x)) = \arctan\left( \frac{I_4(x) - I_2(x)}{I_1(x) - I_3(x)} \right). \] (7)

Unwrapping this phase and putting it into (4), we can reconstruct the height of a surface point-by-point for inspection and metrology tasks.

B. Error Sources

We note immediately that the above methodology is derived under an ideal environment; in practice, there are various sources of error that render this approach less accurate or effective. There have been studies aiming at identifying the origin and extent of these errors, while also developing techniques to mitigate their effects, either with computational methods or changes in the physical setup [16].

Intensity fluctuations due to mechanical vibrations and other sources are commonly observed in practical PMP setups, and mathematical approaches using a Taylor series expansion [17] or Fourier analysis have shown good results in suppressing these effects. Along a similar vein, the nonlinear gamma effect has also been incorporated into a mathematical imaging model [18], while a method to eliminate the high-order harmonic components within the fringe patterns has been developed [19]. In addition, there are applications where the captured images have low fringe contrast or uneven illumination; it is shown that one effective way to improve the accuracy of the reconstruction results under this situation is to incorporate the local smoothness of the object surface into a regularized PSA or an illumination-invariant PSA [15]. Recently, it was also shown that a micro phase shift technique can be used to handle a variety of global illumination issues, such as interreflections, subsurface scattering, and defocus [20].

Another issue with the ideal setup that may not be practical is the requirement of uniform shifts within one period of the sinusoidal pattern. It is, however, possible to relax this, such as using a random PSA [21] derived under the assumption of randomly shifted sinusoidal patterns. Combining PSA with amplitude modulation also makes it possible to handle the phase unwrapping problem when the height change is beyond what one period of the sinusoidal pattern would cause [22].

C. Perspective Geometry Effect

As mentioned earlier, the primary objective of this paper is to develop an INSPECT measurement system for PMP of moving objects. In most of the projection systems, a major error source is the perspective geometry effect, which affects the deformation measurements of curved surfaces considerably [23]. This is because ordinarily, the phase shifts are assumed to be uniform at different heights [13]. To reduce the perspective projection effect, we can use a telecentric system by design, but the bulky size of the telecentric system is not suitable for applications in the semiconductor inspection and assembly line. The fabricated optical system in practice may not be perfectly telecentric due to manufacturing and assembly tolerances. However, for objects moving on a conveyor belt, the error associated with the assumption of orthographic projection becomes significant, especially for high-precision metrology applications.

To better illustrate the phase distribution under a perspective projection system, we first consider a special configuration with the grating plane being parallel to the reference plane. Later, by a simple matrix transformation of the homogenous coordinates, the phase distribution can be derived under general configurations, including the grating plane being slant to the reference plane. Fig. 2 shows the perspective projection model, for a point at coordinate \( x_0 \). A sinusoidal grating with a spatial frequency \( f_s \) is used to project the fringe pattern onto the reconstructed surface, while the illumination source is at a distance \( H \) from the reference plane and a distance \( D \) above the sinusoidal grating. Now, if there is no object at this location, the incoming light would illuminate the reference plane. By similar triangles, the demagnification of the grating with
respect to the projected pattern is therefore $D/H$. Then, the spatial frequency of the projected fringe pattern on the reference plane is

$$f_x = \frac{D}{H} f_g$$

and the phase at the location $x_0$ is given by

$$\phi(x_0, 0) = 2\pi \left( \frac{D}{H} f_g \right) x_0.$$

On the other hand, if there is an object of height $h(x_0)$ at this location, the incoming light would image the point $P$ instead. Following a similar derivation, the phase at this point is given by:

$$\phi(x_0, h(x_0)) = 2\pi \left( \frac{D}{H - h(x_0)} f_g \right) x_0.$$  \hspace{1cm} (10)

Thus, we can observe that the spatial frequency of the sinusoidal pattern effectively encodes the object height. Note that the derivation in Section II-A ignores this dependence on height and assumes the same frequencies $f_x$ and $f_z$ along $x$- and $z$-direction throughout. However, in a perspective projection system, these spatial frequencies vary according to the position of the illuminated point.

When the object is translated by an amount $s$ in the positive $x$-direction, the corresponding phase shifts are given by

$$\phi(x_0 + s, 0) - \phi(x_0, 0) = 2\pi \left( \frac{D}{H} f_g \right) s$$  \hspace{1cm} (11)

and

$$\phi(x_0 + s, h(x_0)) - \phi(x_0, h(x_0)) = 2\pi \left( \frac{D}{H - h(x_0)} f_g \right) s$$  \hspace{1cm} (12)

respectively. This means that the period of the resulting sinusoid varies with the height. Fig. 3 shows this with a physical experiment. A homogeneous plane is first assumed to be at the focal plane of the projection system, and the captured image is shown in Fig. 3(a). Using this as the reference plane with $h = 0$ mm, we offset it by 1 mm in the $z$-direction and capture another image of the fringe patterns, as shown in Fig. 3(b). We then compare the normalized cross-sectional intensity profiles from the middle row of these two images, as shown in Fig. 3(c). While they align with each other on the left, due to different spatial frequencies at different heights, the two sinusoids increasingly depart from each other at larger distances. Thus, for example, when the points on the left move by $s = 200$ pixels to the right, the phase shift difference caused by the nonuniformity of the phase distribution is around one-third of a period using (12). Therefore, we can conclude that when reconstructing the surface of a moving object, we need to take this phase shift variation into account in designing the appropriate PSA.

### III. Polynomial PMP Model

#### A. Imaging Model Formulation

In reality, the grating may not be parallel to the reference plane, making it difficult to measure the distances $D$ and $H$ for calibrating the perspective model of the projector based on the discussions above. While a method that uses an extra programmable LCD panel for the calibration exists [24], often a purely computational approach, which does not involve changing the physical system, is more desirable [25]. A further complication is establishing the relationship between the image intensity and the phase distribution when both the projection system and the imaging system are perspective. To simplify the description of phase distribution, we use a polynomial to model the above phase distribution first. Then, the phase distribution in the general configurations can be derived based on a simple matrix transformation of the homogenous coordinates. From (10) and (12), it is possible to formulate the perspective geometry-dependent parameter at $x_0$ as a function of $h(x_0)/H$. This is because using the Taylor series expansion, we have

$$\frac{D}{H - h(x_0)} = \frac{D}{H} \left(1 - \frac{h(x_0)}{H}\right)^{-1}$$

$$= \frac{D}{H} \left[1 + \frac{h(x_0)}{H} + O\left(\frac{h^2(x_0)}{H^2}\right)\right]$$

provided that $h(x_0) \ll H$. This assumption is valid for our purpose of inspecting semiconductor component surfaces, where variations in height is usually minute compared with the positioning of the light source, and may also be applicable for other similar inspection and metrology tasks. In a similar manner, the above Taylor series can be decomposed further and more terms of the Taylor series are then obtained to model the perspective projection effect when needed. In our application, if we ignore the higher order terms in the above expression, the phase distribution becomes

$$\phi(x_0, h(x_0)) = 2\pi \left( \frac{D}{H - h(x_0)} f_g \right) x_0$$

$$\approx 2\pi \left( \frac{D}{H} f_g \right) x_0 + 2\pi \left( \frac{Dh(x_0)}{H^2} f_g \right) x_0.$$  \hspace{1cm} (14)

This concise expression is possible because the chosen reference plane and the grating plane are parallel. However, in reality, the grating plane may be slant to the reference plane or the object may be set on a general plane instead of this reference plane. Therefore, it is advantageous to write...
this equation in a quadratic form using matrices and vectors. Allowing
\[
\mathbf{u}_0 = \begin{bmatrix} x_0 \\ h(x_0) \\ 1 \end{bmatrix} \quad \text{and} \quad \mathbf{W} = \begin{bmatrix} 0 & \pi \frac{D}{H} f_g & \pi \frac{D}{H} f_g \\ \pi \frac{D}{H} f_g & 0 & 0 \\ \pi \frac{D}{H} f_g & 0 & 0 \end{bmatrix}
\] (15)
where the vector \( \mathbf{u}_0 \) is known as the homogeneous coordinate of the point \( \hat{P} \) in Fig. 2, we can write the phase at \( x_0 \) compactly as
\[
\phi(x_0, h(x_0)) = \mathbf{u}_0^T \mathbf{W} \mathbf{u}_0.
\] (16)
In other configurations, such as the grating plant being slant to the reference plane and different coordinate systems being adopted, the phase distribution will change accordingly. Nevertheless, a matrix multiplication can be used to model the relative transformation from a general coordinate system to the current coordinate system [26]. Denoting this transformation matrix as \( \mathbf{R} \) and assuming the homogeneous coordinate of the reconstructed point \( \hat{P} \) to be \( \tilde{\mathbf{u}}_0 = [\tilde{x}_0 \, \tilde{h}(\tilde{x}_0)]^T \) in the general coordinate system, we have \( \mathbf{u}_0 = \mathbf{R} \tilde{\mathbf{u}}_0 \). Accordingly, the phase can also be expressed by a quadratic form of the corresponding homogeneous coordinate
\[
\phi(\tilde{x}_0, \tilde{h}(\tilde{x}_0)) = (\mathbf{R} \tilde{\mathbf{u}}_0)^T \mathbf{W} (\mathbf{R} \tilde{\mathbf{u}}_0) = \tilde{\mathbf{u}}_0^T (\mathbf{R}^T \mathbf{W} \mathbf{R}) \tilde{\mathbf{u}}_0.
\] (17)
We can let \( \tilde{\mathbf{W}} = \mathbf{R}^T \mathbf{W} \mathbf{R} \). Since \( \tilde{\mathbf{W}} \) is a symmetric matrix, \( \tilde{\mathbf{W}} \) is too.

At this point, we would like to make two notational simplifications for the rest of this paper. First, we will use \( \tilde{w}_{ij} \) to refer to the entry of \( \tilde{\mathbf{W}} \) at the \( i \)th row and \( j \)th column.

Since this is a 3 \( \times \) 3 matrix, 1 \( \leq \) \( l, j \leq 3 \). We also let \( \omega_{sz} = \tilde{w}_{11}, \omega_{sz} = \tilde{w}_{12} + \tilde{w}_{21}, \omega_{sz} = \tilde{w}_{22}, \omega_{sz} = \tilde{w}_{13} + \tilde{w}_{31}, \omega_z = \tilde{w}_{23} + \tilde{w}_{32}, \) and \( \omega_0 = \tilde{w}_{33} \). Second, when we are dealing with all the points, we can drop the superscript and subscript in \( \tilde{x}_0 \). With these simplifications, the above expression of the phase can be represented as
\[
\phi(x(h(x))) = \omega_{sz} x^2 + \omega_{sz} x h(x) + \omega_{sz} h^2(x) + \omega_z x + \omega_0. \] (18)
We call such polynomial formulation of the phase distribution as polynomial PMP (P-PMP) model.

B. Advantages

There are several advantages of using the P-PMP model to describe the phase distribution within the measuring space.

First, this model unifies both the orthographic model and the perspective model in the same framework by a polynomial formulation. The orthographic model in (4), can be considered a special case of the P-PMP model, with \( \omega_z = 2\pi f_z \), \( \omega_z = 2\pi f_z \), and zeros for the other terms. In this scenario, for surface profilometry of a moving object, we can efficiently decompose the phase into two parts: the phase shift due to the movement of the object and the phase offset caused by the height variation on the reconstructed surface. This decomposition helps us to formulate and solve the reconstruction problem efficiently based on the matrix and vector form. However, using this orthographic model, we cannot get high-precision surface profile in many perspective projection systems for industrial metrology. Therefore, we incorporate the high-order polynomial terms in our P-PMP model so that we can model the phase distribution effectively under a perspective projection system and develop an error compensation technique later for high-precision surface profilometry of a moving object.

Second, by simplifying the expression for the nonlinear phase distribution with a polynomial form, the calibration for phase distribution in the following section is a simple polynomial fitting process, which minimizes the summed square of the residuals for all the measured points. After calibration, the phase in this polynomial form, can also be decomposed efficiently into two parts in formulating and solving the reconstruction problem as the orthographic model does. Moreover, there are physical meanings for the coefficients in the P-PMP model. For example, \( \omega_z \) is the spatial angular frequency of the projected fringe pattern along \( x \)-direction at the reference point. Even though the intrinsic and extrinsic parameters of the projection system are not known, we can still quantify and then analyze the phase variation at each position by these coefficients in the model. At \( (x, h(x)) \), let us denote the spatial angular frequency as \( F_x(x, h(x)) \) and the fringe period as \( T_x(x, h(x)) \), such that \( T_x(x, h(x)) = 2\pi/F_x(x, h(x)) \). This position-dependent spatial angular frequency can be readily computed by
\[
F_x(x, h(x)) = \frac{\partial \phi(x, h(x))}{\partial x} = \omega_x + 2\omega_{sx}x + \omega_{sz}h(x). \] (19)
Furthermore, within a measuring range of the INSPECT system, we can measure the extent of the perspective geometry effect by considering the fringe periods at all possible \( (x, h(x)) \) to compute the magnification variation \( M \), where
\[
M = \frac{\max T_x(x, h(x)) - \min T_x(x, h(x))}{\min T_x(x, h(x))}. \] (20)
This value is an important factor to judge the performance of the system for dimensional measurement. We will use it in later experiments for comparing the performance at different extents of perspective projection effect. In our specific second-order P-PMP model, the phase distribution is concisely represented by a quadratic form. With simple matrix transformations, we can efficiently obtain the phase distribution under other coordinate systems or configurations.

In conventional methods for surface profilometry, multiple images with different phase shifts are needed to be projected onto a static object, which causes the phase distribution changes accordingly. In contrast, the proposed method only requires projecting a single fringe pattern, and then the P-PMP model for the global description of the phase distribution remains the same after the optical system has been fixed. This simplification facilitates the reconstruction of a moving object in our INSPECT system if the phase distribution has been calibrated beforehand.

IV. POLYNOMIAL PHASE SHIFT ALGORITHM

In developing the In developing the polynomial PSA (P-PSA), we formulate the surface reconstruction of a moving object as an optimization problem using the P-PMP model. To make this nonlinear optimization problem
more tractable, we divide the height estimation into four steps.

1) We calibrate the P-PMP model for the stationary vision system, so that we have the coefficients of the polynomial for describing the phase distribution in the whole measuring space.

2) With this calibrated imaging model, we estimate the phase shifts caused by motion. Since the reconstructed height $h(x)$ is involved in this nonlinear model, to get a good initial value, which helps to converge to the right solution more quickly, we use an approximated polynomial model to estimate the phase shifts, and then solve for an initial estimate of the height.

3) With this estimate, we compensate the phase shift error due to the perspective geometry effect from the projection system.

4) We use the refined phase shifts to estimate the height for each reconstructed point.

This numerical surface profilometry with error compensation technology can be integrated into the INSPECT system for surface profilometry of moving objects.

We now explain these steps in more details. Unlike many conventional PSAs where the formulations vary significantly with the number of images used for reconstruction, the proposed P-PSA can recover the height-related phase in a similar fashion with $n \geq 3$ images at different phase shifts. Since the INSPECT system is stationary and the projected sinusoidal pattern is fixed, the phase distribution $\phi(x, h(x))$ remains the same during surface profilometry. When an object moves from $x$ to $x + s_k$, where $k = 1, \ldots, n$, its phase value becomes $\phi(x + s_k, h(x))$. Similar to the imaging model described in Section I, under additive noise $N_k(x)$, the image intensity for the reconstructed point $x$ can be modeled by

$$I_k(x) = B(x) + C(x) \cos \phi(x + s_k, h(x)) + N_k(x). \quad (21)$$

Now, let $E_k(x, h(x))$ be the residual error of the imaging model

$$E_k(x, h(x)) = I_k(x) - B(x) - C(x) \cos \phi(x + s_k, h(x)). \quad (22)$$

With this, we can formulate the phase reconstruction as an optimization problem in which the optimal height $h(x)$ at location $x$ can be obtained by minimizing

$$E(x, h(x)) = \sum_{k=1}^{n} E_k^2(x, h(x)). \quad (23)$$

Note that $B(x)$, $C(x)$, $h(x)$, and $\phi(x + s_k, h(x))$ are unknown in this formulation. However, only the image intensity $I_k(x)$ and the motion movement $s_k$ are available now, which can be read from the image sensor and position sensor, respectively. Such a little information is generally not enough for solving this nonlinear optimization problem effectively. Thus, we need to calibrate the P-PMP model beforehand, and then use the calibrated coefficients as the prior knowledge to simplify the optimization problem.

During the calibration step, we put a homogeneous plane at the focal plane of the given INSPECT measurement system, assuming it to be the reference plane with height $h_1 = 0$ mm. Normally, multiple patterns with different phase shifts are projected onto this plane, and the corresponding images are then captured for phase estimation [27]. However, the phase shift error between these patterns may introduce a systematic error during calibration. Since the plane is homogeneous, the background intensity and the fringe contrast can be assumed to be constants, fast Fourier transform (FFT) is a more efficient alternative to obtain the phase with only one image. Fig. 4(a) and (b) shows a real image on a homogenous steel plate and the unwrapped phase on this plane, respectively. Fig. 4(c)–(f) shows the phase estimation process with a cross-sectional intensity profile, marked in red in (a). This cross section and its Fourier spectra by FFT are shown in Fig. 4(c) and (d), respectively. After using a bandpass filter to select either of the spectra modulated by the fringe patterns in Fig. 4(e), we apply the inverse FFT to the selected spectra, and compute the logarithm of the resulting complex quantities. The wrapped phase values are then extracted from their imaginary parts [28]. Since there is no phase jump larger than $\pi$, between the neighboring pixels on this homogenous plane, in Fig. 4(f), we add the phase $2\pi$ at the discontinuous positions to get the unwrapped phase along this cross section.

Similarly, we offset this homogeneous plane to $m$ different positions along the $z$-direction, at the height of $h_j$, where $j = 1, \ldots, m$ and capture an image at each position. Since we are using a second-order polynomial in the P-PMP model, at least three such images ($m \geq 3$) at different heights are needed during this calibration step. With all the phase values $\phi(x, h_j)$ at $(x, h_j)$ on these calibration planes, we can estimate the coefficients of the proposed P-PMP model by fitting the second-order polynomial model in (18).

Next, in Step 2, with a calibrated INSPECT system, our goal is to estimate the phase shifts caused by motion. When
the reconstructed object moves from \( x \) to \( x + s_k \), the phase shift, denoted as \( \hat{\theta}(x, h(x), s_k) \), can be calculated by

\[
\hat{\theta}(x, h(x), s_k) = \phi(x + s_k, h(x)) - \phi(x, h(x)) = \omega_x x s_k + \omega_x h(x) + \omega_0. \tag{24}
\]

Since \( h(x) \) is still involved in this phase shift calculation, to cope with this, we use a linear approximation to the phase distribution, where

\[
\hat{\phi}(x, h(x)) = \omega_x x + \omega_z h(x) + \omega_0 \tag{25}
\]

and the phase shift becomes

\[
\hat{\theta}(x, h(x), s_k) = \hat{\phi}(x + s_k, h(x)) - \hat{\phi}(x, h(x)) = \omega_x s_k. \tag{26}
\]

This approximation is valid for the surface profilometry in an orthographic projection system. For our high-resolution surface profilometry application under a perspective projection system, since the measuring range is small and the second-order coefficients are much smaller compared with the others in the P-PMP model, we can temporarily ignore the phases caused by \( \omega_x x^2 \), \( \omega_x x h(x) \), and \( \omega_2 h^2(x) \) and use this approximated orthographic model for initial height estimation.

As with the above, we can put this succinctly in a matrix form. Let

\[
\hat{M} = \begin{bmatrix}
1 & \cos \hat{\theta}(x, h(x), s_1) & -\sin \hat{\theta}(x, h(x), s_1) \\
1 & \cos \hat{\theta}(x, h(x), s_2) & -\sin \hat{\theta}(x, h(x), s_2) \\
\vdots & \vdots & \vdots \\
1 & \cos \hat{\theta}(x, h(x), s_n) & -\sin \hat{\theta}(x, h(x), s_n)
\end{bmatrix} \
\begin{bmatrix}
\hat{v}_1 \\
\hat{v}_2 \\
\hat{v}_3
\end{bmatrix} = \begin{bmatrix}
B(x) \\
C(x) \cos \hat{\phi}(x, h(x)) \\
C(x) \sin \hat{\phi}(x, h(x))
\end{bmatrix} \text{ and } \mathbf{i} = \begin{bmatrix}
I_1(x) \\
I_2(x) \\
I_3(x)
\end{bmatrix}. \tag{27}
\]

The condition number of the system matrix \( \hat{M} \) is dependent on the displacements \( s_k \). Choosing appropriate \( s_k \)'s, such as by exhaustive search, can ensure that the system is well conditioned [15]. We then seek to minimize

\[
\hat{E}(x, h(x)) = \| \hat{M} \mathbf{v} - \mathbf{i} \|^2 \tag{29}
\]

which leads to the analytical solution

\[
\mathbf{v} = (\hat{M}^T \hat{M})^{-1} \hat{M}^T \mathbf{i}. \tag{30}
\]

From the second and third elements in \( \mathbf{v} \) and the phase model in (25), we have

\[
\hat{\phi}(x, h(x)) = \arctan \left( \frac{\hat{v}_3}{\hat{v}_2} \right). \tag{31}
\]

An initial estimate of the height is then

\[
\hat{h}(x) = \frac{\hat{\phi}(x, h(x)) - (\omega_x x + \omega_0)}{\omega_z}. \tag{32}
\]

So far, up until the end of Step 2, this initial estimate of the height is based on the approximated phase shift computed with (26). Since the phase shift error would normally be interpreted as a phase offset due to the height variation in PMP, this approximated phase shift value would appear as a periodic error pattern in the reconstructed profile [29]. To reduce this error, we update the phase shift \( \hat{\theta}(x, h(x), s_k) \) by putting the initial height estimate \( \hat{h}(x) \) into (24). Replacing \( \hat{\theta}(x, h(x), s_k) \) with this updated phase shift, we reformulate the matrix \( \hat{M} \), in a way similar to (27), and go through the steps from (29)–(31). Therefore, we have a refined phase value \( \hat{\phi}(x, h(x)) \) for each reconstructed point.

Finally, in Step 4, we can solve for the height from the roots of the polynomial in (18) with the phase value obtained in the previous step, i.e., (33), as shown at the bottom of the page.

Since the coefficients of the second-order terms should be small, one of the two solutions above would not make practical sense, and by comparing them with the initial \( \hat{h}(x) \). We then choose the correct one as the optimal solution

\[
h(x) = \frac{-(\omega_z + \omega_z) \pm \sqrt{(\omega_z + \omega_z)^2 - 4\omega_z(\omega_z^2 + \omega_z x + \omega_0 - \hat{\phi}(x, h(x)))}}{2\omega_z}. \tag{33}
\]
for the reconstructed height. Furthermore, in a degenerated case with \( \omega_{zz} = 0 \), a unique solution is given by

\[
h(x) = \frac{\phi(x, h(x)) - (\omega_{xx} x^2 + \omega_t x + \omega_0)}{\omega_{xz} x + \omega_z}.
\]

The height of the whole surface can be reconstructed point-by-point in an analogous manner.

V. EXPERIMENTS

A. Simulation Experiments

To compare the effectiveness of the proposed P-PSA with the conventional PSA for handling the perspective geometry effect during surface profilometry, we first simulate a perspective projection system similar to the one shown in Fig. 2, with \( D = 1 \) mm and \( H = 10 \) cm, a typical working condition for most of the semiconductor inspection and metrology applications. Let the light source pass through a sinusoidal grating whose period is 10 \( \mu \)m, with an incident angle \( \alpha = 30^\circ \) along the optical axis to the center of the reconstruction FOV, and then illuminate the reconstruction region whose magnification variation around 1% around the focal plane. Now, for each point \( (x_0, y_0) \), with the height \( h(x_0) \) in the measuring space, we can calculate its ground-truth height from (10) and the phase shift from (12) when the reconstructed object moves along the \( x \)-direction. To demonstrate the extent of the error caused by the perspective geometry effect, we simplify the other parameters, assuming the background intensity and the fringe contrast to be constants, where \( B(x) = 100 \) and \( C(x) = 80 \). Let the image size be 1300 \times 1300 pixels, with a resolution of 10 \( \mu \)m per pixel. We then compute the image intensity for each reconstructed point by substituting the corresponding ground-truth phase into the imaging model in (21). For a fair comparison between P-PSA and PSA, we use \( n = 4 \) images for both methods, where the relative phase shifts \( \theta(x, h(x), s_k) \) at the focal plane caused by the motion are \([0, \pi/2, \pi, 3\pi/2]\). Instead of calibrating the P-PMP model, using the above system parameters, we can derive our P-PMP model analytically according to (14). Considering the data normalization for the coefficients in this model, we translate the origin of the coordinate system be to at the center of the illuminated area at the focal plane. According to (16), we have the following P-PMP model:

\[
\phi(x, h(x)) = 6.28 \times 10^{-6} x h(x) + 6.28 \times 10^{-2} x + 3.63 \times 10^{-7} h(x) + 362.76.
\]

With this P-PMP model, we can then use the P-PSA in Section IV to reconstruct the surfaces of moving objects in this INSPECT system. In our first experiment, we limit the magnification variation to be no more than 1%. From (19) and (20), we can compute the measuring range of the height, which is limited between \(-497.51\) and \(497.51 \mu \)m. Therefore, we simulate a tilted homogeneous plane with these two extreme heights at the two boundaries. The captured images are shown in Fig. 5, where (a)–(d) correspond to the images of this moving homogeneous plane, and (e)–(h) show the subimages for the reconstructed surface after registration. Then, with an additive Gaussian noise having a standard deviation of \( \sigma = 2\) intensity levels, we compare the surface profilometry using P-PSA versus the conventional PSA. The results are shown in Fig. 6.

By way of comparison, the ground truth of the tilted plane is shown in Fig. 6(a). By comparing the two reconstruction results with this, we can see that the proposed P-PSA has a better performance than PSA, shown in Fig. 6(b) and (c). In addition, three representative cross-sectional rows of the reconstruction error are plotted for comparison from Fig. 6(d)–(i). For the reconstructed points around zero height, both methods have good performance, as shown in Fig. 6(d) and (e). However, when the heights of the reconstructed points deviate much from the reference plane, such as at the boundaries of the tilted plane, the corresponding phase shift error in PSA increases due to magnification changes. This introduces a significant reconstructed error and results in a large periodical error pattern in the reconstruction results, as shown in Fig. 6(f) and (h). In contrast, the P-PMP model gives a better description of the phase distribution under a perspective system so that we can compensate the phase shift error for each reconstructed point and then obtain better results in Fig. 6(g) and (i). Numerically, the standard deviation of the reconstruction error are 24.8 and 5.0 \( \mu \)m for the PSA and the P-PSA, respectively.
TABLE I
STANDARD DEVIATIONS OF THE RECONSTRUCTION ERROR UNDER DIFFERENT NOISE LEVELS (UNIT: μm)

<table>
<thead>
<tr>
<th>Magnification variation</th>
<th>noise level</th>
<th>(\sigma = 1)</th>
<th>(\sigma = 2)</th>
<th>(\sigma = 3)</th>
<th>(\sigma = 5)</th>
<th>(\sigma = 7)</th>
<th>(\sigma = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2%</td>
<td>PSA</td>
<td>5.4</td>
<td>6.8</td>
<td>8.6</td>
<td>12.8</td>
<td>17.3</td>
<td>24.3</td>
</tr>
<tr>
<td></td>
<td>P-PSA</td>
<td>2.2</td>
<td>4.4</td>
<td>6.6</td>
<td>10.9</td>
<td>15.3</td>
<td>21.9</td>
</tr>
<tr>
<td>0.4%</td>
<td>PSA</td>
<td>10.0</td>
<td>10.8</td>
<td>12.1</td>
<td>15.4</td>
<td>19.3</td>
<td>25.7</td>
</tr>
<tr>
<td></td>
<td>P-PSA</td>
<td>2.3</td>
<td>4.4</td>
<td>6.6</td>
<td>10.9</td>
<td>15.3</td>
<td>21.9</td>
</tr>
<tr>
<td>0.8%</td>
<td>PSA</td>
<td>19.6</td>
<td>20.0</td>
<td>20.7</td>
<td>22.8</td>
<td>25.6</td>
<td>30.8</td>
</tr>
<tr>
<td></td>
<td>P-PSA</td>
<td>2.8</td>
<td>4.7</td>
<td>6.8</td>
<td>11.1</td>
<td>15.4</td>
<td>22.0</td>
</tr>
<tr>
<td>1.0%</td>
<td>PSA</td>
<td>24.4</td>
<td>24.8</td>
<td>25.4</td>
<td>27.1</td>
<td>29.5</td>
<td>34.1</td>
</tr>
<tr>
<td></td>
<td>P-PSA</td>
<td>3.2</td>
<td>5.0</td>
<td>7.0</td>
<td>11.2</td>
<td>15.5</td>
<td>22.0</td>
</tr>
<tr>
<td>1.2%</td>
<td>PSA</td>
<td>29.2</td>
<td>29.5</td>
<td>30.0</td>
<td>31.5</td>
<td>33.5</td>
<td>37.7</td>
</tr>
<tr>
<td></td>
<td>P-PSA</td>
<td>3.6</td>
<td>5.2</td>
<td>7.2</td>
<td>11.3</td>
<td>15.6</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Fig. 7. (a) 2-D image of a part of the PCB under inspection. (b) Physical setup of our INSPECT system. A: the imaging system, B: the projection system, C: the conveyor belt for transferring objects, and D: the PCB under inspection.

We carry out similar experiments with different noise levels and magnification variations. The details are shown in Table I. Consider first the case of a 1% magnification variation, which becomes a dominant error source in the PSA when reconstructing a moving surface. The standard deviation of the error increases mildly, from 24.4 to 34.1 μm, as the noise level increases. This is compared with the P-PSA method, where the phase shift error caused by the perspective geometry effect has been corrected, and therefore the random noise becomes the dominant error source, as evident from a significant increase from 3.2 to 22.0 μm at different noise levels. Likewise, we can observe similar trends with other magnification variations. The improvement from the P-PSA is significant over the PSA whenever the perspective geometry effect is a dominant error source. Furthermore, from each column of the table, the P-PSA error is quite close at different magnification variations. These comparison results verify the effectiveness of the proposed P-PSA for handling the perspective geometry effect when reconstructing moving surfaces.

B. Experiments in Real Applications

In the semiconductor assembly industry, SMT has become a much faster automatic assembly process than traditional through-hole technology. With this technology, the surface-mount devices (SMD), whose sizes are as small as several hundred micrometers, can be soldered to the printed circuit board (PCB) precisely. However, the connectivity between the SMD and the PCB is greatly affected by the quality of the solder paste, and the majority of the defects, such as solder bridges and insufficient deposits of solder paste, are caused by the printing process. Therefore, solder paste inspection has become a necessary step on the automatic assembly line for PCBs.

Nowadays, most of the solder paste inspection systems only use the intensity image for defect detection. Fig. 7(a) shows an intensity image of a part of a PCB. From this 2-D image, we can extract the positions of holes, pads on the PCB and detect the solder paste on some of the pads. However, some detailed 3-D information such as the flatness of the PCB, the height and the volume of the solder paste cannot be obtained for a full inspection. Furthermore, most of these systems assume the PCB to be stationary during inspection [30], and require a complex motion system to move the bulky vision system to different regions of a large PCB to inspect the solder paste region-by-region. This kind of inspection process complicates the design of the motion system and increases the cycle time. Hence, they are not suitable for some high-speed applications on the production line. Therefore, we develop an INSPECT system for solder paste inspection. Fig. 7(b) shows the physical setup of our INSPECT system, where we use the cameras and projectors made by ASM Pacific Technology.
Limited. Each camera with a sensor array 1000 × 1000, covers a 15 mm × 15 mm FOV. Correspondingly, each projector on the right side projects a fixed sinusoidal pattern onto the same FOV. Thus, there is no synchronization problem between the camera and the corresponding projector. Assuming that the conveyor belt moves along the x-direction, when the PCB is translated by the conveyor belt to the FOV of the INSPECT system, the image sequences of the PCB are captured for inspection and the measuring range is extended automatically along this direction. On its orthogonal direction, i.e., along the y-axis, camera arrays and projector arrays can be arranged in lines to extend the measuring range, as illustrated in our setup with dual cameras and projectors.

For calibrating the camera system, we put a calibration glass with 1000-μm checkerboard patterns at different spatial configurations and adopt Zhang’s method for estimating the intrinsic and extrinsic parameters [31]. The calibrated resolution is 14.9 μm per pixel in our system. The intrinsic and extrinsic parameters for the projector can be further estimated by an extra programmable LCD panel [24], but we do not use these parameters directly in the proposed method since only the phase values on the whole measuring space are needed for surface profilometry. Hence, we just put a stationary homogenous plane at different heights to calibrate the phase distribution on the measuring space as shown in Section IV. After calibration, the fringe period of the projected sinusoidal pattern on the reference plane of this system is 500 μm along the x-direction. For surface profilometry of the moving PCB, we capture the images of the PCB at every 3625 μm along the conveyor belt so that the resulting phase shifts are {0, π/2, π, 3π/2} on the focal plane after the modulus operator on 2π. Fig. 8 shows a set of such fringe pattern images when the PCB moves across the FOV. Then, we use the conventional PSA and the P-PSA to reconstruct the surface of the overlapped region among these images. Fig. 9(a) shows the reconstruction results. We find that the surface of the PCB under inspection is not exact on the focal plane of the vision system due to the thicknesses of the PCB. In real system, the imperfect installation of the conveyor belt may also cause an offset of the reconstructed surface from the focal plane. These deviations result in the magnification variations and the phase shift error under a perspective projection system. Hence, there is a periodical error pattern on the reconstructed surface from PSA, as shown in Fig. 9(b). However, in the proposed P-PSA, we can compensate the phase shift error caused by the perspective geometry effect during surface profilometry and then obtain a better reconstruction result in Fig. 9(c).

We also compare the reconstructed cross-sectional profiles across a flat region of PCB in Fig. 9(d), where most of the error ripple is removed by our P-PSA. To verify the acquired height with the ground truth, a golden sample of a steel cylinder has been fabricated and shown in the centering region of Fig. 10(a). Its diameter is 1500 μm and its height relative to the nearby homogenous substrate plane is 120 μm.

Fig. 9. (a) Image of the reconstructed region without fringe patterns. (b) and (c) Surface reconstruction results with PSA and P-PSA, respectively. (d) Cross-sectional profiles of the middle row in this reconstructed region, marked in red in (a).

Fig. 10. (a) Image of the golden sample for accuracy verification. (b) One of the fringe images for surface profilometry. (c) Reconstructed region for comparison. (d) and (e) Surface reconstruction results with PSA and P-PSA, respectively. (f) Cross-sectional profiles along the centering row marked in red in (c).
Fig. 10(b) is one of the fringe images when this golden sample is moving across the FOV for surface profilometry. Similarly, we use both methods to reconstruct the surface of within the region in Fig. 10(c) and compare their cross-sectional profiles in the center, as shown in Fig. 10(d)–(f). We see that similar ripples exist in the PSA method. To measure the accuracy of each method, we fit a plane based on reconstructed profile of the substrate and then calculate the heights of cylinder as the projected distances from the top surface of cylinder to this fitted plane. The means of heights are 120.7 and 117.8 μm from the P-PSA and the PSA method. The corresponding standard deviations of the error are 6.6 and 28.4 μm, respectively.

Based on this improved surface profile from the proposed method, we can accomplish further 3-D metrology and inspection tasks for the PCB and feed this information back timely for improving the printing process and the first-pass test yield. In our INSPECT system, we use Intel Core i7 CPU X980 @ 3.33 GHz with 4-G RAM in the computational system, and we can finish dense surface reconstruction within 50 ms per 15 mm × 15 mm FOV. While the conventional solder paste inspection system takes several hundred milliseconds to move the optical system, and then stops at the expected position before inspection. Therefore, the proposed INSPECT system is suitable for most of the real-time dense surface inspection applications in the semiconductor industry.

VI. CONCLUSION

In this paper, we report an INSPECT system, which only projects a single sinusoidal pattern on a moving object for surface profilometry. This reduces the complexity of optics design for the projection system, and the whole INSPECT system is suitable for surface metrology and inspection of moving objects on the production line.
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