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LMI-Based Estimation of Scene Points in Vision Systems with Generalized Cameras

Graziano Chesi

Abstract—This paper considers the problem of estimating the position of a scene point from its image projections onto generalized cameras, i.e., cameras that can be modeled by a spherical projection followed by a perspective one. The sought estimate is defined through a geometric criterion, specifically the minimization of the angles between the projections on the sphere of the available image points and the corresponding projections of the estimate. A solution based on convex optimization with linear matrix inequalities (LMIs) is proposed for addressing this problem, which provides a candidate of the sought estimate. Moreover, a condition is provided for establishing exactness of the found candidate, i.e., establishing whether the found candidate is a minimizer of the considered geometric criterion.

Index Terms—Generalized camera, linear matrix inequality (LMI), scene estimation, vision system.

I. INTRODUCTION

It is well-known that estimating the position of a scene point from its image projections onto two or more cameras is a fundamental problem in vision systems, also known as multiple-view triangulation, see, e.g., [1]. Indeed, this problem has numerous applications, in particular an important one is in vision-based control of robots, see, e.g., [2], [13]. Due to image noise and calibration errors, only an estimate of the sought scene point can be obtained, whose accuracy depends on the criterion chosen to match the available image points with the image projections of the candidate estimate.

For perspective cameras, numerous contributions can be found, which typically consider a geometric criterion for defining the estimate of the sought scene point. A commonly adopted geometric criterion is the minimization of the reprojection error in the $L_2$ norm, for which several solutions have been proposed. In [3], the authors show how the exact solution with two views can be obtained by computing the roots of a one-variable polynomial of degree six. For the case of three views, the exact solution is obtained in [4] by solving a system of polynomial equations through methods from computational commutative algebra. For these cases and others with more views, [5] derives a solution based on convex optimization exploiting the fundamental matrix.

This paper considers multiple-view triangulation in a vision system with generalized cameras, i.e., cameras that can be modeled by a spherical projection followed by a perspective one. This class of cameras include the classic perspective cameras as well as non-perspective ones such as fisheye cameras. The sought estimate is defined through a geometric criterion, specifically the minimization of the angles between the projections on the sphere of the available image points and the corresponding projections of the estimate. A solution based on convex optimization with linear matrix inequalities (LMIs) is proposed for addressing this problem, which provides a candidate of the sought estimate. Moreover, a condition is provided for establishing exactness of the found candidate, i.e., establishing whether the found candidate is a minimizer of the considered geometric criterion. A conference version of this paper (without the exactness condition) appeared in [6].

II. PRELIMINARIES

Notation: $\mathbb{R}$: real numbers set; $\mathbb{P}^n$: set of vectors in $\mathbb{R}^n$ with last entry equal to 1; $x \in \mathbb{P}^3$: scene point; $O_i \in \mathbb{R}^{3 \times 3}$: rotation matrix of the $i$th generalized camera; $c_i \in \mathbb{P}^3$: center of the spherical projection; $\xi_i \in \mathbb{R}$: distance between $c_i$ and the center of the perspective projection given by $c_i - \xi_i O_i e_3$; $K_i \in \mathbb{R}^{3 \times 3}$: intrinsic parameters matrix; $a_i \in \mathbb{R}^3$: spherical projection of $x$; $b_i \in \mathbb{P}^3$: image projection of $x$ in normalized coordinates; $p_i \in \mathbb{P}^3$: image projection of $x$ in pixel coordinates; $|v| \in \mathbb{R}$: Euclidean norm of $v$; $v^T$: transpose of $v$; $e_j \in \mathbb{P}^3$: $j$th column of the $3 \times 3$ identity matrix; SOS: sum of squares of polynomials; subject to (s.t.).

We consider $n$ generalized cameras observing a scene point $x$. The $i$th generalized camera consists of a spherical projection followed by a perspective one. Such a camera can be modeled using the so called unified model, see, e.g., [7]. In this model, the spherical projection of $x$ is

$$a_i = \sigma_i(x)$$

where

$$\sigma_i(x) = \frac{O_i^T (x - c_i)}{|O_i^T (x - c_i)|}.$$  \hfill (2)

The image projection of $x$ in normalized coordinates is

$$b_i = \tau_i(x)$$

where

$$\tau_i(x) = \frac{1}{e_i^T a_i + \xi_i |a_i|} \begin{bmatrix} e_i^T a_i \\ e_i^T \xi_i a_i \end{bmatrix}.$$  \hfill (4)

The image projection of $x$ in pixel coordinates is

$$p_i = K_i b_i.$$  \hfill (5)

The dependence of $p_i$ on $x$ is denoted as

$$p_i = \phi_i(x).$$  \hfill (6)

Let $\hat{p}_i$ and $\hat{\phi}_i$ be the available estimates of $p_i$ and $\phi_i$ (the latter defined by the available estimates $K_i, \xi_i, O_i, c_i$). The multiple-view triangulation problem for generalized cameras is given by

$$\{ (\hat{p}_i, \hat{\phi}_i), i = 1, \ldots, n \},$$

estimate $x$.  \hfill (7)
III. ESTIMATION

In order to address the multiple-view triangulation problem for generalized cameras, we introduce a geometric criterion which consists of determining the scene point that minimizes the angles between the projections on the sphere of the available image points and of the sought point itself. In particular, we define this criterion according to

\[ x^* = \arg \max_x g(x) \]

s.t. \( \mathbf{e}_i^T \hat{O}_i^T (x - \hat{c}_i) \geq 0 \forall i = 1, \ldots, n \)

\[ \|x - \hat{c}_i\| \geq \varepsilon \forall i = 1, \ldots, n \]

\[ \rho \geq \|x\| \]

where the first constraint ensures that \( x \) lies in front of the generalized cameras, the second ensures that \( x \) does not coincide with the centers \( \hat{c}_i \) (\( \varepsilon \) is an arbitrarily small positive number), and the third ensures that \( x \) is finite (\( \rho \) is an arbitrarily large positive number). The cost function \( g(x) \) is

\[ g(x) = \frac{1}{n} \sum_{i=1}^{n} \hat{\sigma}_i(x)^T \hat{a}_i \]

(9)

where \( \hat{\sigma}_i(x) \) is the estimated spherical projection of \( x \) and \( \hat{a}_i \) is the back projection of \( \hat{p}_i \) on the sphere of the \( i \)th generalized camera. In fact, since \( \hat{\sigma}_i(x) \) and \( \hat{a}_i \) are unitary norm vectors, it follows that

\[ \hat{\sigma}_i(x)^T \hat{a}_i = \cos \theta_i \]

(10)

where \( \theta_i \) is the angle between \( \hat{\sigma}_i(x) \) and \( \hat{a}_i \). The expression for \( \hat{\sigma}_i(x) \) is given by (2) replacing \( O_i \) and \( c_i \) with their available estimates, i.e.,

\[ \hat{\sigma}_i(x) = \frac{\hat{O}_i^T (x - \hat{c}_i)}{\|\hat{O}_i^T (x - \hat{c}_i)\|} \]

(11)

while the expression for \( \hat{a}_i \) is obtained inverting (5) and (4), hence obtaining

\[ \hat{a}_i = \left( \frac{\hat{f}_i}{\sqrt{1 - \|\hat{f}_i\|^2}} \right) \]

(12)

where

\[ \hat{f}_i = \hat{\xi}_i \left( \begin{array}{c} \mathbf{e}_1^T \\ \mathbf{e}_2^T \end{array} \right) \mathbf{b}_i \]

(13)

with

\[ \hat{\xi}_i = \frac{1 - \hat{\xi}_i^2}{\sqrt{\hat{\xi}_i^2 + (1 - \hat{\xi}_i^2)\|\mathbf{b}_i\|^2 - \hat{\xi}_i^2}} \]

(14)

and

\[ \mathbf{b}_i = \mathbf{K}_i^{-1} \hat{p}_i. \]

(15)

Let us observe that the operator \( \arg \max \) in (8) is well-defined since the feasible set is compact. Since the maximizer in (8) could be non-unique, this operator can return a set of points in the general case, and \( x^* \) is defined as any one of such points. Let us also observe that (8) can present local maxima since the cost function \( g(x) \) is nonlinear. In order to cope with this difficulty, we propose a reformulation of (8) into an optimization problem over polynomials as follows.

Let \( y_1, \ldots, y_n \in \mathbb{R} \) be additional variables, and let us define the extended variable \( z \in \mathbb{R}^{n+3} \) as

\[ z = (x^T, y_1, \ldots, y_n)^T. \]

(17)

From \( z \), we define

\[ h(x) = \frac{1}{n} \sum_{i=1}^{n} y_i \left( \hat{O}_i^T (x - \hat{c}_i) \right)^T \hat{a}_i \]

(18)

which will be used as a new cost function. Moreover, we define

\[ l_i(z) = y_i^2 \left( x - \hat{c}_i \right)^T (x - \hat{c}_i) - 1 \]

(19)

for \( i = 1, \ldots, n \), and

\[ m_j(z) = \begin{cases} y_i \\ \text{with } i = j \\ e_i^T \hat{O}_i^T (x - \hat{c}_i) \\ \text{with } i = j - n \end{cases} \]

if \( j \leq n \),

\[ \begin{cases} (x - \hat{c}_i)^T (x - \hat{c}_i) - \varepsilon^2 \\ \rho^2 - x^T x \end{cases} \]

if \( n + 1 \leq j \leq 2n \)

(20)

\[ \begin{cases} y_i \\ \text{with } i = j - 2n \end{cases} \]

if \( 2n + 1 \leq j \leq 3n \)

(21)

where \( q \in \mathbb{R} \) is an additional variable, and \( r_1(z), \ldots, r_n(z) \) and \( s_1(z), \ldots, s_{3n+1}(z) \) are additional polynomial variables.

Theorem 1: Let us define the optimization problem

\[ q^* = \min_{q, r_i, s_j} q \]

s.t. \( \begin{cases} p(z) \text{ is SOS} \\ s_j(z) \text{ is SOS } \forall j = 1, \ldots, 3n + 1. \end{cases} \]

(22)

Then,

\[ q^* \geq g^*. \]

(23)

Proof: Suppose that the constraints in (22) are satisfied. This implies that \( p(z) \) and \( s_j(z), j = 1, \ldots, 3n + 1 \), are nonnegative for all \( z \). Let us define the semialgebraic set

\[ \mathcal{Z} = \{ z : l_i(z) = 0, m_j(z) \geq 0, i = 1, \ldots, n, j = 1, \ldots, 3n + 1 \}. \]

The condition \( z \in \mathcal{Z} \) implies that

\[ 0 \leq p(z) \]

\[ = q - h(z) - \sum_{i=1}^{n} r_i(z) l_i(z) - \sum_{j=1}^{3n+1} s_j(z) m_j(z) \]

\[ \leq q - h(z). \]

Hence,

\[ z \in \mathcal{Z} \Rightarrow q \geq h(z). \]

The condition \( z \in \mathcal{Z} \) also implies that

\[ y_i \|\hat{O}_i^T (x - \hat{c}_i)\| = 1 \]
since \( l_i(x) = 0 \) and \( y_i \geq 0 \) from \( m_j(z) \geq 0 \) for \( j = 1, \ldots, n \). This means that
\[
h(x) = \frac{1}{n} \sum_{i=1}^{n} y_i \left( \hat{O}_i^T (x - \hat{c}_i) \right)^T \hat{a}_i
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \left( \hat{O}_i^T (x - \hat{c}_i) \right)^T \hat{a}_i
\]
\[
= g
\]
and, hence,
\[
z \in \mathcal{Z} \Rightarrow h(z) = g(x).
\]
Lastly, let us observe that the constraints in (16) coincide with \( m_j(z) \geq 0 \) for \( j = n+1, \ldots, 3n+1 \). Summarizing, the fulfillment of the constraints in (22) implies that
\[
\begin{align*}
g &\geq g(x) \\
e_i^T \hat{O}_i^T (x - \hat{c}_i) &\geq 0 \quad \forall i = 1, \ldots, n \\
\|x - \hat{c}_i\| &\geq \varepsilon \quad \forall i = 1, \ldots, n \\
\rho &\geq \|x\|
\end{align*}
\]
\[\]i.e., \( q \) is an upper bound of \( g(x) \) for all admissible values of \( x \). Therefore, (23) holds. \( \square \)

Theorem 1 provides an upper bound of \( \bar{g}^* \) through the solution of the optimization problem (22), which consists of minimizing a linear constraint function subject to the condition that some polynomials are SOS. Since these polynomials depend linearly on the variables of the optimization problem, and since establishing whether a polynomial is SOS amounts to checking feasibility of an LMI, (22) is a convex optimization problem, in particular a semidefinite program. The optimization problem (22) has been built exploiting the Positivstellensatz, which allows one to investigate the nonnegativity of a polynomial over a semialgebraic set through SOS polynomials. See, e.g., [8] and references therein for details.

Solving the optimization problem (22) provides one with the upper bound \( q^* \) of \( g^* \). In order to establish whether this upper bound is exact, and also obtain a candidate solution of the triangulation problem (8), let us proceed as follows.

Let \( p^*(x) \) be the polynomial \( p(x) \) evaluated for the optimal values of the variables of (22), and let \( P^* \) be its Gram matrix. Let \( t(x) \) denote the vector of monomials used to define \( P^* \), i.e.,
\[
p^*(x) = t(x)^T P^* t(x).
\] (24)

Let us denote the \( 3 \times n + 3 \) matrix that extracts \( z \) from \( x \) as \( E \), i.e.,
\[
x = Ez.
\] (25)

Theorem 2: The upper bound \( q^* \) is exact, i.e.,
\[
q^* = g^*
\] (26)
if and only if there exists \( \bar{x} \) such that
\[
\begin{align*}
g(\bar{x}) &= q^* \\
e_i^T \hat{O}_i^T (\bar{x} - \hat{c}_i) &\geq 0 \quad \forall i = 1, \ldots, n \\
\|\bar{x} - \hat{c}_i\| &\geq \varepsilon \quad \forall i = 1, \ldots, n \\
\rho &\geq \|\bar{x}\|
\end{align*}
\] (27)
In such a case, \( \bar{x} \) is a solution of the triangulation problem (8), and there exists \( \bar{z} \) such that
\[
\begin{align*}
t(\bar{z}) &\in \ker(P^*) \\
\bar{x} &= Ez.
\end{align*}
\] (28)

Proof: “\( \Rightarrow \)” Suppose that (27) holds. This means that there exists a scene point \( \bar{x} \) satisfying the constraints in (8) where the upper bound \( q^* \) is achieved. Hence, (26) holds.

“\( \Leftarrow \)” Suppose that (26) holds. Let \( z^* \) be the value of \( z \) for \( x \) replaced by \( \bar{x} \) and \( y_1, \ldots, y_n \) defined by
\[
y_i \|\hat{O}_i^T (x^* - \hat{c}_i)\| = 1.
\]
Since
\[
q^* = g^* = g(x^*)
\]
it follows that
\[
q^* = h(x^*).
\]
Let \( r_j^*(z) \) and \( s_j^*(z) \) be the polynomials \( r_j(z) \) and \( s_j(z) \) evaluated for the optimal values of the variables of (22). It follows that
\[
0 \leq p^*(z^*) = q^* - h(x^*) - \sum_{i=1}^{n} r_i^*(z^*)l_i(z^*) - \sum_{j=1}^{3n+1} s_j^*(z^*)m_j(z^*)
\]
\[
= - \sum_{j=1}^{3n+1} s_j^*(z^*)m_j(z^*)
\]
since \( l_i(z^*) = 0 \). This implies that
\[
\sum_{j=1}^{3n+1} s_j^*(z^*)m_j(z^*) = 0
\]
since \( s_j^*(z^*) \geq 0 \) and \( m_j(z^*) \geq 0 \). Therefore,
\[
0 = p^*(z^*) = t(x^*)^T P^* t(x^*)
\]
and hence (28) holds with \( \bar{z} \) replaced by \( z^* \) since \( P^* \) is guaranteed to be positive semidefinite from the first constraint in (22). This also implies that (27) holds with \( \bar{x} = x^* \). \( \square \)

Theorem 2 provides a sufficient and necessary condition for establishing whether the upper bound \( q^* \) is exact, and provides a candidate solution of the triangulation problem (8). In particular, one searches for the vectors \( \bar{z} \) that satisfy the first constraint in (28), for instance using the technique in [9, Ch. 1, Sec. V]. From the found \( \bar{z} \), one extracts \( \bar{x} \) according to the second constraint in (28) and checks whether (27) holds: if yes, then the upper bound \( q^* \) is exact and \( \bar{x} \) is the sought solution of (8). In all the examples presented in the next section, \( \bar{z} \) is simply extracted from the eigenvector corresponding to the smallest eigenvalue of \( P^* \).

It is worth mentioning that the exactness condition of Theorem 2 is alternative to existing exactness conditions based on rank tests for optimization over polynomials with SOS polynomials or moments, see, e.g., [8], [10], [11], and references therein. In particular, the exactness condition of Theorem 2 is based on the computation of the optimizer, which is then used to provide the candidate solution \( \bar{x} \) of the triangulation problem (8).
IV. EXAMPLES

In this section, we present some results obtained with synthetic and real data. The optimization problem (22) is solved with the toolbox SeDuMi [12]. The degrees of the polynomial multipliers $r_i(z)$ and $s_j(z)$ are chosen so that $p(z)$ has the lowest degree. The exactness condition of Theorem 2 is (numerically) satisfied in all the examples.

A. Synthetic Data

We have generated 500 vision systems, each of them composed by a scene point to reconstruct (denoted hereafter as $x$) and four generalized cameras with 180 degrees field of view, in particular with parameter $\xi_0=0$ and intrinsic parameters given by $K = \begin{pmatrix} 300 & 0 & 600 \\ 0 & 200 & 400 \\ 0 & 0 & 1 \end{pmatrix}$.

For each vision system, $x$ and the centers of the cameras are randomly chosen in a sphere of radius 100 centered in the origin of the reference frame, while the orientation matrices of the cameras are randomly chosen under the constraint that $x$ is visible by the cameras. Fig. 1 illustrates some of the generated vision systems.

In order to generate the corrupted data, we have:

- introduced image noise by adding random variables in the interval $[-\eta_{IN}, \eta_{IN}]$ pixels to each coordinate of the image points, where $\eta_{IN}$ defines the level of the noise;
- introduced calibration errors by multiplying each intrinsic parameter ($\xi_i$ and all the entries of $K$) and each extrinsic parameter (all the entries of $e_i$ and $O_i, i = 1, \ldots, n$) times random variables in the interval $[1 - \eta_{CE}/100, 1 + \eta_{CE}/100]$, where $\eta_{CE}$ defines the level of the errors.

First, we have tested the proposed method for different levels $\eta_{IN}$ of the image noise. Tables I and II show the obtained average 3-D error and the average reprojection error (denoted by “this”). These tables also show the results obtained by minimizing the algebraic error (see, e.g., [1]) with standard linear least-squares (denoted by “algebraic”).

Second, we have repeated the test for different levels $\eta_{CE}$ of the calibration errors, obtaining the results shown by Tables III and IV.

Lastly, we have investigated the behavior in the presence of outliers, i.e., a few image points incorrectly matched. To this end, we have considered the case of four generalized cameras where an outlier is present on one camera by setting the level $\eta_{IN}$ of the image noise equal to 100 pixels. Tables V and VI show the obtained results.
B. Real Data: Wadham College Sequence

Here we consider the Wadham college sequence available at the webpage of the Visual Geometry Group of Oxford University. This sequence consists of five views taken with a perspective camera, the projection matrices of such views, and 3019 image points corresponding to 1331 scene points visible in at least two of such views (with known correspondence). Fig. 2(a) shows one of these views.

First, we have estimated the 1331 scene points using standard triangulation for perspective cameras. Second, we have computed the projections of these scene points onto generalized cameras with same orientation, same center except for a translation along the optical axis in order to enlarge the spanned image area, and parameter $\xi = 0.5$. Fig. 2(b) and (c) show this process for the points of the view in Fig. 2(a). The data obtained so far are used as true data. Third, we have corrupted the true data as done in the previous subsection for the case of synthetic data with noise intensity $\eta_{IN} = \eta_{DE} = 0.2$. Fourth, we have repeated the triangulation using for each scene point the maximum number of cameras where the point is visible.

Fig. 2(d) shows the estimated scene points. The average 3-D error obtained with the proposed method is 0.396, while the one obtained by minimizing the algebraic error is 0.446. The average reprojection error obtained with the proposed method is 0.476, while the one obtained by minimizing the algebraic error is 0.480.

C. Real Data: Laboratory

Lastly, we present the results obtained with some real data acquired in our laboratory. We have taken three images from different viewpoints of two objects, a dots pattern and a Maruko-chan doll, see Fig. 3(a) and (b) where an image is shown for each object. The problem
consists of estimating the positions of the eight dots of the pattern, and of seven distinctive points of the doll.

The camera is coarsely calibrated, in particular the estimate for $\xi$ is $\hat{\xi} = 0.735$ and the one for $K$ is

$$
\hat{K} = \begin{pmatrix} 269.9 & 0 & 316.8 \\ 0 & 208.4 & 254.9 \\ 0 & 0 & 1 \end{pmatrix}.
$$

Tables VII and VIII show the reprojection error obtained for each estimated point.

## V. Conclusion

We have proposed a method for estimating the position of a scene point from its image projections onto cameras that can be modeled by a spherical projection followed by a perspective one. The sought estimate is defined by minimizing the angles between the projections on the sphere of the available image points and the corresponding projections of the estimate. A solution based on convex optimization with LMIs has been proposed for addressing this problem, which provides a candidate of the sought estimate. Moreover, a condition has been provided for establishing exactness of the found candidate, i.e., establishing whether the found candidate is a minimizer of the considered geometric criterion.
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