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Relation between physical time-energy cost of a quantum process and its information fidelity

Chi-Hang Fred Fung* and H. F. Chau
Department of Physics and Center of Theoretical and Computational Physics, University of Hong Kong, Pokfulam Road, Hong Kong

A quantum system can be described and characterized by at least two different concepts, namely, its physical and informational properties. Here, we explicitly connect these two concepts, by equating the time-energy cost which is the product of the largest energy of a Hamiltonian of quantum dynamics and the evolution time, and the entanglement fidelity which is the informational difference between an input state and the corresponding output state produced by a quantum channel characterized by the Hamiltonian. Specifically, the worst-case entanglement fidelity between the input and output states is exactly the cosine of the channel’s time-energy cost (except when the fidelity is zero). The exactness of our relation makes a strong statement about the intimate connection between information and physics. Our exact result may also be regarded as a time-energy uncertainty relation for the fastest state that achieves a certain fidelity.

DOI: 10.1103/PhysRevA.90.022333 PACS number(s): 03.67.Mn, 03.65.Ta, 03.67.Lx, 89.70.Eg

I. INTRODUCTION

All information processing tasks are carried out by physical systems [1]. Given a quantum system with certain eigenenergies evolved for a fixed amount of time, what can we say about its information processing characteristics? Inevitably, the information processing power of a physical system is limited by its physical resources including in particular the evolution time and energies [2]. This theme on the relation between the physics and information of computing devices has been intensively investigated since the proposal of the Laudauer’s principle in 1961 [3]. Intuitively, the more energy and time used, the more informational work such as flipping and erasing a logical state can be done. In quantum mechanics, a closed system may be characterized by a (time-independent) Hamiltonian $H$ whose eigenvalues are the energies of the system. When the system evolves for a time period $t$, its initial state $|\psi_i\rangle$ will transform unitarily, according to the Schrödinger equation, to the final state $|\psi_f\rangle = e^{-iHt/\hbar} |\psi_i\rangle$ where $U = e^{-iHt/\hbar}$. Consider, for example, the rotation of a qubit about the $X$ axis by a unitary transformation $U = e^{-i\omega \sigma_X t / \hbar}$ where $\omega$ is some fixed parameter and $\sigma_X$ is the Pauli $X$ matrix. If $\omega = \pi/2$, it is a bit flip operation changing $|0\rangle$ to $-i|1\rangle$; other values of $\omega$ may be regarded as a partial bit flip. We can implement this operation using a Hamiltonian $H = \omega_0 \sigma_X / t$ with energies $\pm \omega_0 / t$ evolved for $t$ amount of time. Thus, in this case, the product of the time and energy, $\pm \omega_0 t$, gives the amount of informational work (complete or partial bit flip depending on $\omega$) done by the system. This motivates the consideration of the time-energy product as a measure of the physical resource in this paper and in previous studies [4–7]. In addition, this product form appears in time-energy uncertainty relations (TEURs) [8–16] as explained below. On the other hand, the informational difference between two quantum states is often measured by the trace distance and the fidelity.

We investigate in this paper the connection between physics and information in the setting of quantum dynamics. Research in the same theme under the setting of thermodynamics has also been investigated [1,17,18]. These studies often deal with heat dissipation and entropy changes. Research in both settings has been actively carried out.

Previous works based on quantum dynamics have resulted in TEURs in the study of the quantum speed limit [8–16]. Many TEURs often take the form of the product of (functions of) the eigenenergies of the quantum system and the evolution time being greater than or equal to the fidelity. These TEURs involving physical and informational properties suggest a connection between them, but the connection is weak since the TEURs are inequalities. In this paper, we discover an equality relation between the time-energy product and fidelity and thus this establishes a strong link between physics and information.

To be more specific about how the eigenenergies of a Hamiltonian are related to the fidelity, let us consider a TEUR which is dependent on the energy spread [9,11,13]: Given a system characterized by a time-independent Hamiltonian $H$, the time $t$ needed to evolve an initial state $\rho$ to a final state $\rho'$ is

$$t \Delta E \geq \hbar \cos^{-1}(F(\rho, \rho')) ,$$

where $F(\rho, \rho') \equiv \text{Tr}(\sqrt{\rho^{1/2} \rho' \rho^{1/2}})$ is the fidelity between two mixed quantum states $\rho$ and $\rho'$ [18], and $\Delta E = \sqrt{\text{Tr}(H^2 \rho) - [\text{Tr}(H \rho)]^2}$ is the standard deviation of the system energy. We will prove in this paper an equality of the same spirit with the left-hand side (LHS) corresponding to a similar notion of time-energy cost and the right-hand side (RHS) the entanglement fidelity. We elaborate on these two quantifications next.

The notion of time-energy cost we consider essentially corresponds to the product of the largest eigenenergy and the evolution time. Precisely, the time-energy cost of a unitary matrix $U \in \mathbb{C}^{r \times r}$ is defined as [4]

$$\|U\|_{\text{max}} = \max_{1 \leq j \leq r} |\theta_j| ,$$

where $U$ has eigenvalues $\exp(-iE_j t / \hbar) \equiv \exp(-i\theta_j)$ for $j = 1, \ldots, r$ and $E_j$ are the eigenvalues of the time-independent Hamiltonian $H$ [19]. We take the convention that all angles are in the range $(-\pi, \pi]$. Thus, the required energy of the Hamiltonian $H$ to implement $U$ in $t$ amount of time is
It makes sense that the processing power is related to its physical aspect and the informational aspect in that the time-energy cost incurred by the quantum channel (or quantum process), the less similar the channel acts on quantum state |ψ⟩ in system B and the unitary extension UC_B includes ancillary system C prepared in a standard state. We emphasize that ancillary system A in Eq. (3) is a different system from ancillary system C here. This time-energy cost admits the following general solution [28].

Theorem 2.

\[ \|K\|_{\max} = \cos^{-1} \left[ \frac{1}{\sqrt{2}} \lambda_{\min}(K_x + K_y) \right], \]

where \( V \in \mathbb{C}^d \) has unit norm, \( K_x = \sum_{j=1}^{d} v_j K_j \), \( \lambda_{\min}(\cdot) \) denotes the minimum eigenvalue of its argument, and we take the convention that \( \cos^{-1} \) returns an angle in the range \([0, \pi]\).

For a class of channels which includes the depolarizing channel, a simple closed-form solution has been found [5].

III. PROOF OF OUR MAIN RESULT

Here, we prove our main result, Theorem 1. We first compute the fidelity in Eq. (3) for a fixed input state |ψ⟩_{AB}:

\[ F(|ψ⟩_{AB}(\cdot), (I_A \otimes K_B)(|ψ⟩_{AB}(\cdot))) = \left( \sum_i |⟨ψ_i | (I_A \otimes K_i) |ψ⟩|^2 \right) \]

\[ = \left( \sum_i |\text{Tr}(\rho_B K_i)|^2 \right) \equiv F_\epsilon(\rho_B,K), \]

where \( \rho_B = \text{Tr}_A(|ψ⟩_{AB}(\cdot)) \). The fidelity \( F_\epsilon \) is known as the entanglement fidelity of the channel \( K_\epsilon \) [20], and is independent of which purification |ψ⟩_{AB} is used. Another way to express \( F_\epsilon \) is

\[ F_\epsilon(\rho_B,K) = \max_w \left( \sum_i w_i |\text{Tr}(\rho_B K_i)| \right), \]

where \( w \in \mathbb{C}^d \) has unit norm. This follows either from the Cauchy-Schwarz inequality with the solution,

\[ w_i = \frac{\text{Tr}(\rho_B K_i)}{\sqrt{\sum_i |\text{Tr}(\rho_B K_i)|^2}}, \]

or from the purification definition of fidelity using Uhlmann’s theorem [18].
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Using Eq. (9), the minimum entanglement fidelity of the channel is
\[
F_{\min}(\mathcal{K}) = \min_{\rho_B} \max_{w} \left| \sum_{i=1}^{d} w_{i} \text{Tr}(\rho_B K_{i}) \right|, \tag{11}
\]
and we denote the optimal solution by \( \tilde{\rho}_B \) and \( \tilde{w} \) which is given by Eq. (10) with \( \rho_B \rightarrow \tilde{\rho}_B \). Furthermore, using Eq. (8), we have
\[
F_{\min}(\mathcal{K}) = \sqrt{\sum_{i=1}^{d} |\text{Tr}(\tilde{\rho}_B K_{i})|^2}. \tag{12}
\]

**Lemma 1.** There does not exist a state \( |\psi'\rangle_B \) such that
\[
0 \leq \Re \left( \langle \psi' \mid \sum_{i} \tilde{w}_i K_{i} |\psi'\rangle \right) < F_{\min}(\mathcal{K}).
\]

**Proof.** We prove by contradiction. Suppose that such a state \( |\psi'\rangle_B \) exists. We form a new state \( \rho_B = (1 - \alpha)\tilde{\rho}_B + \alpha |\psi'\rangle_B \langle \psi'| \) where \( \alpha > 0 \) is a small parameter and calculate the squared fidelity for this state using Eq. (8):
\[
F_{\min}^2(\mathcal{K}) = \sum_{i} [(1 - \alpha)^2 |\text{Tr}(\tilde{\rho}_B K_{i})|^2 + \alpha^2 |\langle \psi' | K_{i} |\psi'\rangle|^2
+ 2(1 - \alpha) \alpha \Re(\text{Tr}(\tilde{\rho}_B K_{i} |\psi'\rangle |\psi'\rangle))].
\]
For \( \alpha \rightarrow 0 \), all the second-order terms become negligible and the change as a function of \( \alpha \) is
\[
\frac{\partial F_{\min}^2}{\partial \alpha} = \sum_{i} \{\Re(\text{Tr}(\tilde{\rho}_B K_{i} |\psi'\rangle |\psi'\rangle)) - |\text{Tr}(\tilde{\rho}_B K_{i})|^2\}.
\]
Note that the second term on the right is \( F_{\min}^2(\mathcal{K}) \) [see Eq. (12)]. With the help of Eq. (10), the first term on the right can be expressed as
\[
\sqrt{\sum_{j} |\text{Tr}(\tilde{\rho}_B K_{j})|^2} \Re \left( \sum_{i} \tilde{w}_i \langle \psi' | K_{i} |\psi'\rangle \right).
\]
This means that if the claimed state \( |\psi'\rangle \) exists, \( \partial F_{\min}^2/\partial \alpha < 0 \) and this contradicts with that fact that when \( \alpha = 0, \ F_{\min}^2(\mathcal{K}) \) which is already the minimum and cannot become smaller with any other states. ■

Note that Lemma 1 does not cover the trivial case of \( F_{\min}(\mathcal{K}) = 0 \).

**Lemma 2.** There exists a state \( |\psi'\rangle_B \) such that
\[
\langle \psi' \mid \sum_{i} \tilde{w}_i K_{i} |\psi'\rangle = F_{\min}(\mathcal{K}).
\]

**Proof.** We first recognize that the LHS is a numerical range. Recall that the numerical range of an operator \( K \in \mathbb{C}^{n \times n} \) is defined as
\[
W(K) = \{ \langle \psi' | K |\psi'\rangle : |\psi'\rangle \in \mathbb{C}^n, \langle \psi' | \psi'\rangle = 1 \}.
\]
Any numerical range is convex in the sense that if \( \langle \psi' | K |\psi'\rangle \) and \( \langle \psi'' | K |\psi''\rangle \) are in \( W(K) \), then for \( 0 \leq \alpha \leq 1 \), \( \alpha \langle \psi' | K |\psi'\rangle + (1 - \alpha) \langle \psi'' | K |\psi''\rangle \) is in \( W(K) \).

Note that \( F_{\min}(\mathcal{K}) \) in Eq. (11) can be expressed as
\[
F_{\min}(\mathcal{K}) = \text{Tr} \left( \tilde{\rho}_B \sum_{i} \tilde{w}_i K_{i} \right),
\]
which is real. Since the numerical range of \( \sum_{i} \tilde{w}_i K_{i} \) is convex and any mixed state is a linear combination of pure states, for any \( \rho_B \), there exists \( |\psi\rangle \) such that \( \text{Tr}(\tilde{\rho}_B \sum_{i} \tilde{w}_i K_{i} |\psi\rangle) = \langle \psi \mid \sum_{i} \tilde{w}_i K_{i} |\psi\rangle \). This completes the proof. □

**Corollary 1.** If \( F_{\min}(\mathcal{K}) > 0 \), there does not exist a state \( |\psi'\rangle_B \) such that
\[
\Re \left( \langle \psi' \mid \sum_{i} \tilde{w}_i K_{i} |\psi'\rangle \right) < F_{\min}(\mathcal{K}).
\]

**Proof.** This follows from Lemma 1, Lemma 2, and the fact that any numerical range is convex. ■

**Lemma 3.** If \( F_{\min}(\mathcal{K}) > 0 \),
\[
F_{\min}(\mathcal{K}) = \min_{|\psi\rangle} \Re \left( \langle \psi \mid \sum_{i} \tilde{w}_i K_{i} |\psi\rangle \right), \tag{13}
\]
where the minimization is over all normalized pure states \( |\psi\rangle \).

**Proof.** This follows from Lemma 2 and Corollary 1. ■

**Theorem 3.**
\[
F_{\min}(\mathcal{K}) \geq \cos \| K \|_{\text{max}}.
\]

**Proof.** First note that Eq. (7) can be written as
\[
\cos \| K \|_{\text{max}} = \max_{|\psi\rangle} \min_{\rho_B} \frac{1}{2} \langle \psi | (K_{\ast} + K_{\ast}) |\psi\rangle
= \max_{|\psi\rangle} \min_{\rho_B} \Re \left( \langle \psi \mid \sum_{i} v_{i} K_{i} |\psi\rangle \right). \tag{14}
\]
On the other hand, from Eq. (11), we have
\[
F_{\min}(\mathcal{K}) = \min_{\rho_B} \max_{w} \left| \sum_{i} w_{i} \text{Tr}(\rho_B K_{i}) \right|
\geq \max_{w} \min_{\rho_B} \left| \sum_{i} w_{i} \text{Tr}(\rho_B K_{i}) \right|
= \max_{w} \min_{|\psi\rangle} \left| \langle \psi \mid \sum_{i} w_{i} K_{i} |\psi\rangle \right|
\geq \max_{w} \min_{|\psi\rangle} \Re \left( \langle \psi \mid \sum_{i} w_{i} K_{i} |\psi\rangle \right),
\]
where the first inequality in the second line is due to a general inequality known as the max-min inequality (see, e.g., Ref. [29]), the third line is due to the convexity of numerical ranges (see the proof of Lemma 2), and the fourth line is because \( |x| \geq \Re(x) \) for all \( x \). Comparing with Eq. (14) proves the claim. ■

**Theorem 4.** If \( F_{\min}(\mathcal{K}) > 0 \),
\[
F_{\min}(\mathcal{K}) = \cos \| K \|_{\text{max}}.
\]

**Proof.** Note that Eq. (13) is less than or equal to Eq. (14), giving
\[
F_{\min}(\mathcal{K}) \leq \cos \| K \|_{\text{max}}.
\]
This together with Theorem 3 gives the result. ■
Proof of Theorem 1. Theorem 1 follows from Theorems 3 and 4.

IV. EXAMPLE

The quantum depolarizing channel acting on \( n \times n \) density matrices is defined as

\[
K_D(\rho) \equiv q \rho + (1 - q) \frac{I}{n},
\]

where complete positivity requires that \(-1/(n^2 - 1) \leq q \leq 1\) [30]. The minimum entanglement fidelity can be achieved with the input state \( |\Psi\rangle_{AB} = \sum_{i=0}^{n-1} |ii\rangle_{AB} / \sqrt{n} \). The output state is

\[
(I \otimes K_D)(|\Psi\rangle \langle \Psi|) = \sum_{i,j=0}^{n-1} q |ii\rangle_{AB} \langle jj| + \frac{1-q}{n^2} |i\rangle_A \langle j| \otimes I_B,
\]

and the minimum entanglement fidelity calculated using Eq. (3) is

\[
F_{\text{min}}(K_D) = \sqrt{q + \frac{1-q}{n^2}}.
\]

The time-energy cost has been proved in a previous work [see Eq. (59) of Ref. [5]] to be

\[
\|K_D\|_{\text{max}} = \cos^{-1} \sqrt{q + \frac{1-q}{n^2}},
\]

which can be checked to be consistent with Theorem 1 for the entire range of \( q \). On the other hand, given the nonzero minimum entanglement fidelity of a channel, we can easily infer its time-energy cost using Theorem 1.

We can also compute the fidelity without entanglement using channel input \( |0\rangle_0 |0\rangle_0 \) which produces the output \( q |0\rangle_0 |0\rangle_0 + (1-q) I/n \). The fidelity is thus \( \sqrt{q + (1-q)/n} \). Hence, the fidelity without entanglement does not correspond to the time-energy cost of the channel in general.

V. CONNECTION WITH TIME-ENERGY UNCERTAINTY RELATION

We begin by considering closed systems. The channel \( \mathcal{K} \) for a closed system is a unitary transformation \( U \) of dimensions \( n \times n \) with eigenvalues \( \exp(i\theta_j), j = 1, \ldots, n \). Suppose that \(-\pi/2 \leq \theta_j \leq \pi/2 \) for all \( j \). Then, in this case, Eq. (7) of Theorem 2 simplifies to

\[
\|\mathcal{K}\|_{\text{max}} = \cos^{-1} \left[ \max_{1 \leq j \leq n} \frac{1}{2} \lambda_{\text{min}}(e^{i\gamma} U + e^{-i\gamma} U^\dagger) \right] = \frac{\theta_{\max} - \theta_{\min}}{2} \text{ (for } |\theta_j| \leq \pi/2),
\]

where \( \theta_{\max} = \max_j \theta_j \) and \( \theta_{\min} = \min_j \theta_j \). This can be easily shown by noting that \( \gamma \) is chosen so that the two leftmost eigenvalues of \( e^{i\gamma} U \) (one above and one below the real line) are a complex conjugate of each other.

Since \( U = \exp(-iHt/\hbar) \) for some Hamiltonian \( H \) with eigenenergies \( E_j, j = 1, \ldots, n \), we have

\[
\|\mathcal{K}\|_{\text{max}} = \frac{(E_{\max} - E_{\min})\hbar}{2\hbar},
\]

where \( E_{\max} \) and \( E_{\min} \) are the maximum and minimum eigenenergies. And according to Theorem 1, there is an input state having an entanglement fidelity \( F \) with the corresponding channel output state given by \( F = \cos |\|\mathcal{K}\|_{\text{max}}| \). Furthermore, all other input states have an entanglement fidelity no smaller than this. We may consider evolving the system with this Hamiltonian. As the system evolves, \( t \) increases from zero and \( F \) decreases from one. Thus, the fastest state for this Hamiltonian that achieves an entanglement fidelity \( F \) takes time:

\[
t = \frac{2\hbar \cos^{-1}(F)}{E_{\max} - E_{\min}}.
\]

In particular, the minimum orthogonalization time is

\[
t_{\text{orth}} = \frac{\pi \hbar}{E_{\max} - E_{\min}}.
\]

This means that no state can be orthogonalized faster than this time \( t_{\text{orth}} \). Equations (16) and (17) may be regarded as TEURs for the fastest states for a Hamiltonian implementing a unitary channel.

The TEUR for the fastest state in Eq. (17) may be used as a reference for the orthogonalization time of a given input state computed using a standard TEUR. For example, Chau [16] proposed a TEUR that gives the orthogonalization time for the state \( \frac{1}{\sqrt{2}}(|-E\rangle + |E\rangle) \) where \(| \pm E \rangle \) are the eigenstates of the Hamiltonian with corresponding eigenenergies \( \pm E \). This time is computed to be \( \hbar/(AE) \) where \( A \approx 0.724611 \). On the other hand, Eq. (17) gives \( \pi \hbar/(2E) \) which is larger. This means that the TEUR in Ref. [16] is not tight for that particular state.

We may extend this concept to general quantum channels. Given a channel \( \mathcal{K} \), by definition its time-energy value \( \|\mathcal{K}\|_{\text{max}} \) is the smallest of the time-energy values of all unitary extensions. Thus, Eq. (15) also holds for general quantum channel \( \mathcal{K} \) with \( E_{\max} \) and \( E_{\min} \) being the maximum and minimum eigenvalues of the Hamiltonian corresponding to the best unitary extension, and \( t \) being the evolution time of the Hamiltonian to result in the channel \( \mathcal{K} \), provided that the eigenangles \( \theta_j \)’s of the unitary extension satisfy \( |\theta_j| \leq \pi/2 \). Similarly, Eqs. (16) and (17) applies to this unitary extension. For other suboptimal unitary extensions satisfying \( |\theta_j| \leq \pi/2 \), we have

\[
\|\mathcal{K}\|_{\text{max}} \leq \frac{(E_{\max} - E_{\min})\hbar}{2\hbar},
\]

where \( E_{\max} \) and \( E_{\min} \) are the energies of the corresponding Hamiltonian.

VI. CONCLUSIONS

We established an exact relation between the physical aspect of any quantum process and its informational aspect. The time-energy cost of a quantum channel has an interpretation of
being the amount of physical resources incurred for performing the action of the channel. Intuitively the larger this amount, the more action is done on its input state, and our result in Theorem 1 confirms this intuition strongly since our relation in the theorem is exact. Our relation may also be regarded as a TEUR for the fastest state that achieves a certain fidelity. We believe that our exact relation sheds new light on the understanding of the limit on information processing from a quantum dynamical perspective.
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[19] We remark that our previous works [4,5] consider more general measures by taking linear combinations of $|\theta_j|$’s. Here, we only consider the maximum $|\theta_j|$.
[21] Note that it is not necessary to consider mixed states in the minimization because of the joint concavity of fidelity $F(\sum p_i \rho_i, \sum p_i \sigma_i) \geq \sum p_i F(\rho_i, \sigma_i)$.