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Abstract

In this paper, we consider the passive network synthesis problem of biquadratic impedances with at most four elements, motivated by the passive mechanical control. In order to solve this problem, a necessary and sufficient realizability condition for no more than three elements is obtained by some topological properties derived previously. Furthermore, the constraints on the possible realizations are used to derive the networks which can cover all the cases, and they are classified as several quartets. Through investigating one of the networks in each quartet, we obtain a necessary and sufficient condition for any biquadratic impedance to be realizable with at most four elements. Finally, the interlocking conditions are illustrated graphically, and numerical examples are given.
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1. Introduction

The 1930s to the 1970s was the “golden era” of passive network synthesis. Although there have been many elegant results in passive network synthesis \cite{1, 20, 27, 28, 50}, some fundamental questions still remain unsolved, especially the minimal realization problems in terms of the total number of elements. After the 1970s, interest in passive network synthesis has declined despite some developments in two-port networks \cite{37, 51}, positive-real functions \cite{16, 33, 36}, and other related areas \cite{34}.

Recently, a new mechanical element named inerter has been introduced \cite{40}, and the force applied at the two movable terminals is proportional to the acceleration between them. The inerter has been applied to vehicle suspension systems \cite{5, 12, 21, 41, 47}, motorcycle steering...
instabilities [17], and train suspension systems [25, 47, 49] with performance advantages demonstrated. Furthermore, the inerter completes the analogy between mechanical systems and electrical ones (see [5, 40]). Since then, interest in passive network synthesis has been revived [6–11, 13–15, 23, 24, 46], particularly in the mechanical setting as minimal realizations are more essential for mechanical systems. Independently, a renewed attempt on this field has also been advocated by Kalman [26].

This paper is concerned with the minimal realization of biquadratic impedances, which has been widely investigated [8, 19, 23, 24, 29–31, 42–44], but not fully resolved. Recently, Chen and Smith [8] derived a necessary and sufficient condition for any positive-real impedance (admittance) to be realizable with one inductor (spring), one capacitor (inerter), and an arbitrary number of resistors (dampers) without transformers (levers), which is explicitly concerned with entries of a non-negative definite matrix. Through defining ‘regularity’, [22–24] solved the network realization with five elements and series-parallel networks with six elements. To further simplify the realizations, it is meaningful to obtain a necessary and sufficient condition for any positive-real impedance to be realizable with at most four elements with a corresponding group of covering configurations. Although all the networks having biquadratic impedances with at most five elements have been listed in [29], the method is rather tedious and the realizability conditions of the 108 networks have not been classified in a meaningful way to enlighten further endeavors. Besides, no concise realizability condition with at most four elements has been given in [29]. In this paper, a simpler and more systematic method is used to solve this problem. The results can be used not only for realizing a biquadratic impedance with at most four elements but also for testing whether a five-element realization is minimal or not.

2. Problem Formulation

Consider a biquadratic impedance in the form of

$$Z(s) = \frac{A s^2 + B s + C}{D s^2 + E s + F}, \tag{1}$$

where $A, B, C, D, E, F \geq 0$. It is positive-real if and only if $\left(\sqrt{AF} - \sqrt{CD}\right)^2 \leq BE$ [10, 18]. Any positive-real biquadratic impedance (1) with any of its six parameters equal to zero can be realized by a series-parallel network with at most two reactive elements and two resistive elements through the Foster preamble [22, Lemma 8]. Hence, to investigate realizations with at most four elements, it suffices to consider $A, B, C, D, E, F > 0$, which we assume here. The resultant of (1) is

$$K := (AF - CD)^2 - (AE - BD)(BF - CE).$$

There exist common factors between the numerator and denominator of (1) if and only if $K = 0$. A systematic method will be used to find a necessary and sufficient condition for $Z(s)$ to be realizable with at most four elements. In this method, a concept named quartet [22] is introduced to classify the networks that cover the conditions. The networks considered in this paper contain no more than three kinds of elements, which are resistors, capacitors, and inductors.
3. Main Results

In this section, through presenting a series of constraints (Lemma 1–2, Lemma 4–5), covering networks are presented and classified (Theorem 1). Summarizing their realizability conditions (Theorem 2–4), the final condition (Theorem 5) is presented. Consider any one-port network \( N \) whose two terminals are denoted as \( a \) and \( a' \). If we regard each element as an edge, then the network graph \( G_e \) is formed. \( \mathcal{C}(a, a') \) denotes the cut-set [39] which separates \( G_e \) into two connected subgraphs \( G_1 \) and \( G_2 \) containing \( a \) and \( a' \), respectively. \( \mathcal{P}(a, a') \) denotes the path [39] whose end vertices are \( a \) and \( a' \).

**Lemma 1.** Consider a biquadratic impedance \( Z(s) \) in the form of (1) where \( A, B, C, D, E, F > 0 \). For any network \( N \) with two terminals \( a \) and \( a' \) that can realize \( Z(s) \), its network graph does not contain any path \( \mathcal{P}(a, a') \) or cut-set \( \mathcal{C}(a, a') \) whose edges correspond to only one kind of reactive elements.

**Proof.** Assume that this kind of path \( \mathcal{P}(a, a') \) or cut-set \( \mathcal{C}(a, a') \) exists. Then it is known from [38] that the impedance of \( N \) must contain zeros or poles at \( s = 0 \) or \( s = \infty \), which contradicts with the assumption. \( \square \)

More generally, we have the following lemma.

**Lemma 2.** Any biquadratic impedance \( Z(s) \) in the form of (1) with \( A, B, C, D, E, F > 0 \) cannot be realized by the networks whose structures are shown in Fig. 1.

**Proof.** From [22], we know that there exist poles for the impedance of Fig. 1(a) and zeros for the that of Fig. 1(b) at \( s = j\omega \) or \( s = \infty \), implying that some of the coefficients must be zero. Hence, the lemma is proved. \( \square \)

**Lemma 3.** Consider a biquadratic impedance \( Z(s) \) in the form of (1), where \( A, B, C, D, E, F > 0 \). Then it can be realized with at most three elements if and only if \( K = 0 \).

**Proof.** Sufficiency. Since \( K = 0 \), \( Z(s) \) reduces to \( Z(s) = (a_0s + a_1)/(d_0s + d_1) \), where \( a_0, a_1, d_0, d_1 > 0 \). It can be verified that \( Z(s) \) is realizable by the network in Fig. 2 by the Foster preamble when \( a_0d_1 - a_1d_0 \neq 0 \), or by just a resistor when \( a_0d_1 - a_1d_0 = 0 \).

Necessity. By the principle of duality, only network graphs shown in Fig. 3 need to be discussed. For Fig. 3(a), the only edge should correspond to the resistor, otherwise it will result in a path \( \mathcal{P}(a, a') \) or a cut-set \( \mathcal{C}(a, a') \) corresponding to one kind of reactive elements, which is impossible by Lemma 1. For Fig. 3(b), Fig. 3(c), and Fig. 3(d), to avoid repetition, the networks that can be equivalent to the one containing fewer elements are not considered, as the discussion is in the order of the increasing number of elements from Fig. 3(a) to Fig. 3(d). Furthermore, by Lemma 1 and Lemma 2, the network graphs in Fig. 3(b) and Fig. 3(c) are directly eliminated, and Edge 1 and only one of Edge 2 or Edge 3 of the network graph in Fig. 3(d) correspond to resistors, yielding networks in Fig. 2(a) and Fig. 2(c). By the principle of duality, we obtain Fig. 2(b) and Fig. 2(d). It is calculated that impedances of these networks satisfy \( K = 0 \). \( \square \)

In the remaining discussion, we only need to consider \( K \neq 0 \).
Lemma 4. Consider a biquadratic impedance $Z(s)$ in the form of (1), where $A, B, C, D, E, F > 0$ and $K \neq 0$. If $Z(s)$ can be realized by the network $N$ with four elements, there do not exist two elements of the same kind in series or in parallel.

Proof. Assume such two elements exist, then the network $N$ can be equivalent to the one with at most three elements, implying $K = 0$ by Lemma 3. Thus, this lemma is proved.

Lemma 5. Consider a biquadratic impedance $Z(s)$ in the form of (1) where $A, B, C, D, E, F > 0$, and $K \neq 0$. If it can be realized with four elements, the number of reactive elements must be either two or three.

Proof. Assume that there is at most one reactive element, then it is implied from [1] that $Z(s)$ can be expressed as a bilinear function whose McMillan degree is one, implying that $K = 0$. Assume that the network contains four reactive elements, then all the poles of $Z(s)$ must be at $s = j\omega$ or $s = \infty$ [20], which contradicts with the fact that all the coefficients are positive. Thus the lemma is proved.
Theorem 1. Consider a biquadratic impedance $Z(s)$ in the form of (1), where $A, B, C, D, E, F > 0$ and $K \neq 0$. Then $Z(s)$ can be realized with four elements if and only if it is the impedance of at least one of the networks in the quartets in Fig. 4, Fig. 5, and Fig. 6.

Proof. Necessity. By the principle of duality, only the five network graphs in Fig. 7 need to be considered. First, the one in Fig. 7(a) is directly eliminated by Lemma 4 for that at least two elements of the same kind must be in series. For Fig. 7(b), Edge 1 and Edge 2 must both correspond to resistors by Lemma 1, otherwise a cut-set $C(a, a')$ whose edges correspond to only one kind of reactive elements must exist. Hence, Fig. 7(b) is eliminated by Lemma 4. Similarly, Edge 1 of Fig. 7(c) and Fig. 7(d) should also correspond to resistors by Lemma 1. Furthermore, there are at most two reactive elements among Edge 2, Edge 3, and Edge 4 by Lemma 2. Together with Lemma 5, we assert that the number is exactly two. Besides, for Fig. 7(c), the two reactive elements cannot be of the same kind. Otherwise, a cut-set $C(a, a')$ whose edges correspond to
only one type of reactive elements exists, contradicting with the assumption by Lemma 1, or there exist two elements of the same kind in series, which is also impossible by Lemma 4. Therefore, the only possible networks are shown in Fig. 4(a), Fig. 4(c) and Fig. 6(a). Then the principle of duality yields quartets in Fig. 4 and Fig. 6. For Fig. 7(d), the two reactive elements cannot be of the same kind by Lemma 4. The only possible network is shown in Fig. 8(b), which further results in the quartet in Fig. 8 by the principle of duality. Finally, we discuss Fig. 7(e). There is one resistor in each of the two subnetworks in series by Lemma 2, and the remaining two reactive elements cannot be of the same kind by Lemma 1. Therefore, the only possible network is shown in Fig. 5(a), which yields the quartet in Fig. 5 by the principle of duality. Hence, the networks in Fig. 4, Fig. 5, and Fig. 6 can cover all the possible cases.

**Sufficiency.** It is noted that all of the networks in Fig. 4, Fig. 5, and Fig. 6 contain four elements. Hence, if a given \( Z(s) \) in the form of (1), where \( A, B, C, D, E, F > 0 \) and \( K \neq 0 \) is realizable by one of them, then \( Z(s) \) can indeed be realized with four elements.

Next, we investigate the realizability conditions of the networks in these three quartets in order to obtain the final conditions. Although the conditions of these networks have been shown in [29], the derivation processes were not presented. For each quartet, we only need to discuss one network, as realizability conditions of other networks can be immediately obtained by the principle of duality or \( s \leftrightarrow s^{-1} \).

**Theorem 2.** Consider a biquadratic impedance \( Z(s) \) in the form of (1), where \( A, B, C, D, E, F > 0 \) and \( K \neq 0 \). Then it can be realized by the network in Fig. 4(a) if and only if

\[
AF < CD, \quad (2)
\]

\[
AE^2 + CD^2 = ADF + BDE. \quad (3)
\]
Furthermore, if the condition is satisfied, the values of the elements can be expressed as
\[
R_1 = \frac{A}{D}, \quad R_2 = \frac{CD - AF}{DF}, \quad L_1 = \frac{CD - AF}{EF}, \quad C_1 = \frac{DE}{CD - AF}.
\] (4)

**Proof.** The proof is presented in Appendix. \(\square\)

**Theorem 3.** Consider a biquadratic impedance \(Z(s)\) in the form of (1) where \(A, B, C, D, E, F > 0\), and \(K \neq 0\). Then it can be realized by the network as shown in Fig. 5(a) if and only if
\[
(AF + CD)^2 - BE(AF + CD) + B^2DF = 0.
\]  (5)

Furthermore, if the condition is satisfied, then the values of the elements can be expressed as
\[
R_1 = \frac{C}{F}, \quad R_2 = \frac{A}{D}, \quad L_1 = \frac{AB}{AF + CD}, \quad C_1 = \frac{AF + CD}{BC}.
\] (6)
Theorem 4. Consider a biquadratic impedance \( Z(s) \) in the form of (1) where \( A, B, C, D, E, F > 0, \) and \( K \neq 0. \) Then it can be realized by the network as shown in Fig. 6(a) if and only if

\[
\begin{align*}
AF &= CD, \\
BF &< CE.
\end{align*}
\]

Furthermore, if the condition is satisfied, then the values of the elements can be expressed as

\[
\begin{align*}
R_1 &= \frac{B}{E}, \\
R_2 &= \frac{CE - BF}{EF}, \\
L_1 &= \frac{A(CE - BF)}{CE^2}, \\
C_1 &= \frac{E^2}{CE - BF}.
\end{align*}
\]

Proof. The proof is presented in Appendix.

The realizability conditions of other networks in Fig. 4, Fig. 5, and Fig. 6 can be directly derived from Fig. 4(a), Fig. 5(a), and Fig. 6(a) by exchanging the coefficients properly, and networks of these three quartets are summarized in Table 1. The realizability condition of the dual network of \( N \) is obtained from that of \( N \) through \( A \leftrightarrow D, B \leftrightarrow E, \) and \( C \leftrightarrow F; \) the realizability condition of the network that is \( s \leftrightarrow s^{-1} \) with \( N \) is obtained from that of \( N \) through \( A \leftrightarrow C \) and \( D \leftrightarrow F. \)

Theorem 5. Consider a biquadratic impedance \( Z(s) \) in the form of (1), where \( A, B, C, D, E, F > 0. \) Then it can be realized with at most four elements if and only if at least one of the following conditions holds

\[
\begin{align*}
(a) \quad K &= 0; \\
(b) \quad AF &= CD; \\
(c) \quad AF < CD, \quad \text{and} \quad \{AE^2 + CD^2 = ADF + BDE\} \cup \{FB^2 + DC^2 = ACF + BCE\}; \\
(d) \quad AF > CD, \quad \text{and} \quad \{CE^2 + AF^2 = CDF + BEF\} \cup \{DB^2 + FA^2 = ACD + ABE\}; \\
(e) \quad (AF + CD)^2 + B^2DF = BE(AF + CD), \quad \text{or} \quad (AF + CD)^2 + E^2AC = BE(AF + CD).
\end{align*}
\]

Proof. Combining Lemma 3, Theorem 1, and Table 1, this theorem can be proved.

4. Graphical Illustration of the Conditions

To illustrate the realizability conditions more intuitively, we now express them graphically. Hence, the following canonical expression used in [22] is introduced as

\[
Z_c(s) = \frac{s^2 + 2U\sqrt{W}s + W}{s^2 + (2V/\sqrt{W})s + 1/W},
\]

where \( W = \sqrt{CD/(AF)}, \) \( U = B/(2\sqrt{AC}) \), and \( V = E/(2\sqrt{DF}). \) It can be seen that \( Z_c(s) \) can be obtained from \( Z(s) \) by \( Z_c(s) = \alpha Z(\beta s), \) where \( \alpha = D/A, \) and \( \beta = \sqrt{CF/(AD)}. \) Hence \( Z_c(s) \) can be realized by all the networks that can realize \( Z(s) \) by properly changing the values of the elements, and vice versa.
Figure 9: The conditions for impedance (10) to be realizable with four elements ((a) for $W = 0.6$; (b) for $W = 1$).
Table 1: Necessary and sufficient conditions for the biquadratic impedance in the form (1) to be realizable by the networks shown in Fig. 4, Fig. 5, and Fig. 6, where the second columns provide the number of the networks in [29].

<table>
<thead>
<tr>
<th>Network</th>
<th>[29]</th>
<th>Realizability Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 4(a)</td>
<td>87</td>
<td>$AF &lt; CD$, and $AE^2 + CD^2 = ADF + BDE$</td>
</tr>
<tr>
<td>Fig. 4(b)</td>
<td>88</td>
<td>$AF &lt; CD$, and $FB^2 + DC^2 = ACF + BCE$</td>
</tr>
<tr>
<td>Fig. 4(c)</td>
<td>63</td>
<td>$CD &lt; AF$, and $CE^2 + AF^2 = CDF + BEF$</td>
</tr>
<tr>
<td>Fig. 4(d)</td>
<td>62</td>
<td>$CD &lt; AF$, and $DB^2 + FA^2 = ACD + ABE$</td>
</tr>
<tr>
<td>Fig. 5(a)</td>
<td>96</td>
<td>$(AF + CD)^2 - BE(AF + CD) + B^2DF = 0$</td>
</tr>
<tr>
<td>Fig. 5(b)</td>
<td>97</td>
<td>$(AF + CD)^2 - BE(AF + CD) + E^2AC = 0$</td>
</tr>
<tr>
<td>Fig. 6(a)</td>
<td>71</td>
<td>$AF = CD$, and $BF &lt; CE$</td>
</tr>
<tr>
<td>Fig. 6(b)</td>
<td>74</td>
<td>$AF = CD$, and $CE &lt; BF$</td>
</tr>
</tbody>
</table>

Denote that

$$
\begin{align*}
\gamma_a(U, V, W) &= 4V^2 + W^2 - 4WVU - 1, \\
\gamma_b(U, V, W) &= \gamma_a(V, U, W), \\
\gamma_c(U, V, W) &= \gamma_a(U, V, W^{-1}), \\
\gamma_d(U, V, W) &= \gamma_a(V, U, W^{-1}), \\
\rho_a(U, V, W) &= (W + 1/W)^2 - 4UV(W + 1/W) + 4U^2, \\
\rho_b(U, V, W) &= \rho_a(V, U, W) = \rho_a(V, U, W^{-1}).
\end{align*}
$$

Let

$$K_c := 4U^2 + 4V^2 - 4UV(W + 1/W) + (W - 1/W)^2.$$

By using the relations: $W = \sqrt{CD/(AF)}$, $U = B/(2\sqrt{AC})$, and $V = E/(2\sqrt{DF})$, the condition of Theorem 5 can be equivalent to at least one of the five conditions holds:

(a) $K_c = 0$;
(b) $W = 1$;
(c) $W > 1$;
(d) $W < 1$, and $(U, V, W) \in \{ (U, V, W) | \gamma_a(U, V, W) = 0 \cup \gamma_d(U, V, W) = 0 \}$;
(e) $(U, V, W) \in \{ (U, V, W) | \rho_a(U, V, W) = 0 \cup \rho_b(U, V, W) = 0 \}$.

Besides, $Z_c(s)$ is positive-real if and only if

$$\sigma_c = 4UV + 2 - (1/W + W) \geq 0.$$ 

The $U$-$V$ plane is shown in Fig. 9 for fixed $W$. Fig. 9(a) shows the condition when $W = 0.6$, representing the case of $W > 1$. The condition is graphically illustrated by five curves that intersect at several points, which means that Condition (a), Condition (d), and Condition (e) have overlap only at some special cases. Fig. 9(b) shows the realizability condition when $W = 1$. The figure of the case where $W > 1$ is similar to $W < 1$, which is not shown for brevity.
5. Numerical Examples

Two numerical examples of realization are provided as follows. Consider the biquadratic impedance \( Z(s) \) in the form of (1). If \( A = 1, B = 1, C = 3, D = 1, E = 53/7, \) and \( F = 4, \) then it is calculated that \( K = 6075/49 > 0, \) and \( (AF + CD)^2 + B^2DF = BE(AF + CD) = 53. \) Hence, \( Z(s) \) is realizable as in Fig. 5 with \( R_1 = 3/4 \Omega, R_2 = 1 \Omega, L_1 = 1/7H, \) and \( C_1 = 7/3 \Omega. \) If \( A = 1, B = 2, C = 1, D = 1, E = 1, \) and \( F = 2, \) then it is calculated that \( K = 4 > 0, AF - CD = 1 > 0, CE^2 + AF^2 - CDF - BEF = -1 < 0, DB^2 + FA^2 - ACD - ABE = 3 > 0, (AF + CD)^2 + B^2DF - BE(AF + CD) = 11 > 0, \) and 
\[
(AF + CD)^2 + E^2AC - BE(AF + CD) = 4 > 0,
\]
which does not satisfy the condition of Theorem 5. Hence, it cannot be realized with at most four elements. But it can be realized by a five-element network in [23, Fig. 8] with \( R_1 = 1/2 \Omega, R_2 = 1/2 \Omega, R_3 = 4 \Omega, L_1 = 3/4H, \) and \( C_1 = 3/4F, \) which is consequently a minimal realization of \( Z(s) \) in terms of the total number of elements.

Moreover, in order to illustrate the practical meaning of this paper, two examples are provided to consider the performances of vehicle suspension systems. Consider the quarter car vehicle model shown in Fig. 10, where the parameters are chosen as \( m_s = 250 \) kg, \( m_u = 35 \) kg, \( k_t = 150 \) kN/m. For brevity, only the ride comfort performance measure \( J_1 \) defined in [35, 48] is investigated.

The first example is carried out based on the results in [35], where the \( K(s) \) in Fig. 10 denotes the passive mechanical networks consisting of finite interconnections of springs, dampers and inerters. In [35], there is no restriction on the number of element, while in this paper, at most four elements.
elements are permitted. The simulation results are shown in Fig. 11 and Fig. 12, where we see that the performance \( J_1 \) is slightly degraded by restricting the maximum number of element to be four. It is shown in Fig. 12 that at most 3.5\% degradation is obtained compared with the results in [35].

![Figure 11: Comparison of the \( J_1 \) performance with the results in [35].](image1)

![Figure 12: Performance degradation compared with [35].](image2)

The first example indicates that the performance will be degraded if the number of elements is restricted to be at most four, while in the second example, we will show another situation where the performance is almost not affected by the restriction but less-complex realization will be achieved. In the second example, the mechatronic network strut LMIS3 in [48] is considered, where the electrical circuits in the mechatronic network strut are assumed to be biquadratic. Similarly, in this paper, at most four elements are permitted to realize these biquadratic impedance electrical circuits. The same parameters in [48] are employed and the simulation results are shown in Fig. 13, where we see that the results obtained in this paper is almost the same as those in [48]. Taking \( k_s = 50 \) kN/m for example, the optimal \( J_1 \) in [48] is 1.324, while the one in this paper is 1.325 with only 0.08\% degradation. However, the optimal electrical impedance in [48] when \( k_s = 50 \) kN/m is

\[
\frac{1.665 \times 10^5 s^2 + 5.776 \times 10^5 s + 5.466 \times 10^7}{s^2 + 1.544 \times 10^2 s + 0.342},
\]


which does not satisfy the conditions in Theorem 5, hence it cannot be realized with four elements. The minimal realization given in [48] is shown in Fig. 14, where six elements are employed.

![Figure 13: Comparison of the $J_1$ performance with the results in [48].](image1)

![Figure 14: Optimal biquadratic impedance realized in [48].](image2)

The optimal impedance in this paper is

$$
\frac{1429.280s^2 + 4684.116s + 4.695 \times 10^5}{s^2 + 1.323 \times 10^3s + 328.477},
$$

which satisfies the condition in Theorem 4, hence it can be realized by the network as shown in Fig. 6(a) with $R_1 = 0.354 \Omega$, $R_2 = 1.429 \times 10^3 \Omega$, $L_1 = 0.108 \text{ H}$, $C_1 = 0.0282 \text{ F}$. The coefficients for other components of LMIS3 in this paper are $k_b = 5.340 \times 10^4 \text{ N/m}$, $c_b = 4.079 \times 10^5$.
Ns/m, \(b_m = 28 \text{ kg}, \ c_m = 0 \text{ Ns/m},\) which have similar values as those in [48]. This example effectively demonstrates that although the system performance would be slightly degraded, simpler realizations can be achieved by applying the conditions in this paper.

6. Conclusion

This paper has investigated the synthesis problem of biquadratic impedances with at most four elements, motivated by the passive mechanical control. A necessary and sufficient condition was obtained for a biquadratic impedance to be realizable with at most three elements. Furthermore, the four-element networks that cannot be reduced to those with less elements were discussed. The networks covering all the possibilities were presented and classified as three quartets. A series of constraints were presented to simplify the search. After deriving the realizability conditions of these networks, a necessary and sufficient condition for the biquadratic impedance to be realizable with at most four elements was obtained. Finally, the conditions were intuitively illustrated in graphs, and some numerical examples were given. The results obtained can contribute to the minimal realization of biquadratic impedances.

Appendix

Proof of Theorem 2

*Necessity.* The impedance of the network in Fig. 4(a) can be calculated as

\[
Z(s) = \frac{R_1 C_1 L_1 s^2 + (R_1 R_2 C_1 + L_1) s + (R_1 + R_2) C_1 L_1 s + 1}{C_1 L_1 s^2 + R_2 C_1 s + 1}.
\]  
(11)

Then we obtain

\[
R_1 C_1 L_1 = kA,
\]  
(12)

\[
R_1 R_2 C_1 + L_1 = kB,
\]  
(13)

\[
R_1 + R_2 = kC,
\]  
(14)

\[
C_1 L_1 = kD,
\]  
(15)

\[
R_2 C_1 = kE,
\]  
(16)

\[
1 = kF,
\]  
(17)

where \(k > 0.\) (17) is equivalent to

\[
k = \frac{1}{F}.
\]  
(18)

From (12) and (15), we can obtain the expression of \(R_1,\) Substituting (18) and the expression of \(R_1\) into (14), we obtain \(R_2,\) implying Condition (2). Substituting (18) and the expression of \(R_2\) into (16), we obtain \(C_1.\) Finally, from (12) and (13), we obtain the expression of \(L_1\) and Condition (3).
Sufficiency. Calculate $R_1, R_2, L_1, \text{ and } C_1$ by (4), and $k$ from (18), which are all positive and finite by Condition (2). Furthermore, (12)–(17) must hold by Condition (3). Therefore, the biquadratic impedance $Z(s)$ in the form of (1) can be realized by the network in Fig. 4(a) with the values of the elements being expressed as (4).

**Proof of Theorem 3**

Necessity. The impedance of the network shown in Fig. 5(a) can be calculated to be

$$Z(s) = \frac{R_1 R_2 L_1 C_1 s^2 + L_1 (R_1 + R_2) s + R_1 R_2}{R_1 L_1 C_1 s^2 + (L_1 + R_1 R_2 C_1) s + R_2}. \quad (19)$$

Suppose that it can realize the biquadratic impedance in the form of (1) where $A, B, C, D, E, F > 0$, and $K \neq 0$. Then we obtain

$$R_1 R_2 L_1 C_1 = kA, \quad L_1 (R_1 + R_2) = kB, \quad R_1 R_2 = kC,$$
$$R_1 L_1 C_1 = kD, \quad L_1 + R_1 R_2 C_1 = kE, \quad R_2 = kF, \quad (20)$$

where $k > 0$. From the third and sixth equation of (20), we obtain $R_1$. Then the second equation is equivalent to $L_1 = kB/(R_1 + R_2) = kBF/(C + kF^2)$, and the fourth one is equivalent to $C_1 = kD/(R_1 L_1) = D(C + kF^2)/(BC)$. Substituting all these into the first equation, $k$ is calculated as $k = A/(DF)$, resulting in the expressions of $R_2, L_1, \text{ and } C_1$. Finally, together with the fifth equation of (20), we obtain Condition (5).

Sufficiency. Calculate $R_1, R_2, L_1, \text{ and } C_1$ by (6), and $k$ as $k = A/(DF)$, which are all positive and finite by Condition (5). Furthermore, it is calculated that (20) must hold by Condition (5). Therefore, the biquadratic impedance $Z(s)$ in the form of (1) can be realized by the network as shown in Fig. 5(a) with the values of the elements being expressed as (6).

**Proof of Theorem 4**

Necessity. The impedance of the network shown in Fig. 6(a) is calculated to be

$$Z(s) = \frac{L_1 C_1 (R_1 + R_2) s^2 + R_1 R_2 C_1 s + (R_1 + R_2)}{L_1 C_1 s^2 + R_2 C_1 s + 1}. \quad (21)$$

Then we obtain

$$L_1 C_1 (R_1 + R_2) = kA, \quad R_1 R_2 C_1 = kB, \quad R_1 + R_2 = kC,$$
$$L_1 C_1 = kD, \quad R_2 C_1 = kE, \quad 1 = kF, \quad (22)$$

where $k > 0$. The sixth equation of (22) is equivalent to $k = 1/F$. From the first and third equation, we obtain $L_1 C_1 = A/C$. Together with the fourth equation (22), we obtain $k = A/(CD)$, implying that Condition (7) must hold. Furthermore, the expressions of $R_1, R_2, L_1, \text{ and } C_1$ can be solved, implying the satisfaction of Condition (8).

Sufficiency. Calculate $R_1, R_2, L_1, \text{ and } C_1$ by (9), and $k$ as $k = 1/F$, which are all positive and finite by Conditions (7)–(8). Furthermore, it is calculated that (22) must hold by Condition (7). Therefore, the biquadratic impedance $Z(s)$ in the form of (1) can be realized by the network as shown in Fig. 6(a) with the values of the elements being expressed as (9).
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