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Abstract—The performance of wireless networks is fundamentally limited by interference [or, equivalently, the signal-to-interference ratio (SIR)]. In an attempt to characterize the interference as a direction-selective quantity and motivated by the useful analogy between classical propagation channels and wireless networks, we propose a novel network description framework, namely the interference azimuth spectrum (IAS). The IAS represents the distribution of interference in the angular domain and is parallel to the conventional power azimuth spectrum (PAS) used in propagation channels. We also extend this concept to the directional characterization of average achievable rate, assuming that interference is treated as noise. Provided with this analytical framework, we present the notion of local area outage, defined as the probability that a receiver is in the state of outage within a local area where both interference and desired signal are assumed to be wide-sense stationary (WSS). We further propose the geometry-based stochastic models (GBSMs) as a part of the IAS framework, where the interfering terminals are randomly distributed according to a specific probability density function (pdf) of their positions. The GBSMs are applicable to a wide variety of wireless network environments without and with interferer clustering. The proposed methodology would provide useful insight on the design and performance assessment of future networks, featured by opportunistic, randomized, and dense placement of nodes.

Index Terms—Achievable rate, coverage, directional characterization, geometry-based stochastic models, interference modeling.

I. INTRODUCTION

In large-scale wireless networks comprising many spatially scattered nodes, dense spatial reuse of the available radio spectrum is required to achieve efficient spectral usage. Hence, it is impossible to separate concurrent transmissions completely in frequency. This causes severe network interference where signals from many undesired transmitters are aggregated at a receiver. As many emerging classes of wireless systems such as ad hoc, sensor, cognitive, and heterogeneous cellular networks require decentralized channelization, power control, and resource allocation, interference becomes the main performance bottleneck in these systems. The modeling of network interference is thus critical to the analysis and design of communication systems such as the development of interference avoidance and power control techniques.

A. Related Work and Motivation

Network interference is basically affected by the spatial distribution of interferers [1]–[8]. Conventional deterministic models include square, triangular, and hexagonal lattices in the two-dimensional plane [9]–[13]. However, the grid models have the serious drawback in terms of their accuracy and tractability for the heterogeneous and ad hoc deployment commonly encountered in urban and suburban areas. An emerging approach is to describe the distribution of active interferers in large random wireless networks as a homogeneous spatial Poisson point process [1]. Such a simple model allows useful mathematical tools from stochastic geometry to be applied for tractable and relatively accurate analysis of wireless networks [14]. The models have been generalized to account for repulsion or minimum distance between transmitting nodes, such as a modified Matern hard-core point process [5]. A guard zone around the typical receiver in a Poisson model is also introduced to model the effect of contention- or scheduling-based medium access control (MAC) protocols [2]. Furthermore, Poisson clustered processes are employed to characterize clustering of interferers due to geographical factors or introduced intentionally by the MAC protocol [2], [7]. Very recently, temporal correlation in network interference has been accounted for along the same line of thought [15]. Nevertheless, these point processes do not provide insight on the direction-selective interference power at an arbitrary receiver. Hence, they do not fully exploit the benefits of employing advanced angle-resolved or spatial-diversity systems in wireless networks. This motivates characterizing interference statistics in the angular domain. We will approach this problem by utilizing a novel analogy between classical wireless propagation channels and interference networks.

Consider the wireless medium shown in Fig. 1(a), which comprises a set of propagation paths delivering signal power from a transmitter to a receiver via various scatterers (e.g., building, tree, person). We focus on the single-bounce scenario, where each path undergoes only one reflection at the corresponding scatterer. The principle underpinning our interference...
modeling approach is that, an interference network itself is the channel as also revealed in Fig. 1(b). We can introduce a virtual interfering source connected to multiple physical interferers through virtual backhaul links. The source generates an interfering signal and the backhaul links introduce propagation delays which are dependent on the emerging times of the physical interferers. These interferers amplify and forward like relays the incoming signals from the source. They serve as the interference delivery medium, which is parallel to scatterers in propagation channels as signal power reflectors.

This analogy inspires us to look into more specific aspects of interference network characterization. In propagation channels, the directional impulse response (DIR) is widely regarded as the fundamental description method, which depends on delay, angle-of-arrival (AOA), and number of multipath components [16]. We can thus derive the DIR for interference networks following the analogy mentioned above. Subsequently, we can obtain important interference statistics related to the DIR and the average data rate experienced by a mobile receiver in a local area, where both interference and desired signal are assumed to be wide-sense stationary (WSS). Furthermore, the geometry-based stochastic model (GBSM) is commonly employed as a mathematical abstraction of propagation channels [16]. The GBSM assigns locations to scatterers according to the probability density function (pdf) of their positions. The GBSM has the advantages of reducing computational load, improving prediction accuracy, and facilitating closed-form theoretical analysis. Furthermore, it is particularly useful when movement is to be simulated [16]. This is because whenever the transmitter, receiver or scatterers move, the parameters of propagation paths are adjusted automatically. Similarly, we can apply the GBSM to characterize the spatial distribution of interfering radios, which leads to trackable expressions of interference distributions in the angular domain for various network scenarios. As such, the GBSM supports and enriches the description method mentioned above.

B. Main Contributions and Organization

In this paper, we propose the notion of interference azimuth spectrum (IAS), which is analogous to the conventional description method of power azimuth spectrum (PAS) in propagation channels. Subsequently, we present the fundamental second-order small-scale fading statistics, including level crossing rate (LCR), average fade distance (AFD), spatial autocovariance, and coherence distance, for interference fluctuations at a mobile receiver traveling through a local area. These quantities find their counterparts in directional propagation channels. Furthermore, built on this analogy, we obtain the new expressions of LCR, AFD, autocovariance, and coherence distance for the signal-to-interference ratio (SIR) fluctuations, assuming that the thermal noise is negligible [6]. This assumption can be easily relaxed at the cost of much more complicated derivations without offering new insight. Furthermore, we compute the ergodic rate $E[\log(1 + \text{SIR})]$ experienced by a mobile receiver when the antenna boresight points towards various directions, assuming that interference is treated as noise, which results in the average rate azimuth spectrum (ARAS). The quantity becomes the actual bandwidth-normalized capacity in the Gaussian weak interference regime. Given ARAS, we introduce the concept of local area outage, which is defined as the probability that the average data rate achieved at a mobile moving through the local area with a random antenna boresight is below a pre-defined threshold value. This allows us to determine the forbidden zone of interference (FZI) in the global service area. The FZI provides information about the area where the rate is significantly compromised due to interference.

The paper is structured as follows. In Section II, we discuss the system model and construct the one-to-one correspondence between the essential elements constituting a propagation channel and an interference network. In Section III, we derive the IAS and the second-order statistics of interference and SIR. In Section IV, we present the notions of ARAS, local area outage, and FZI. In Section V, we analyze the GBSM applicable to generic interferer clustering scenarios and derive the IAS. In Section VI, we exemplify some properties of the proposed modeling paradigm through several numerical examples. Finally, we draw some concluding remarks in Section VII.

II. SIGNAL MODEL

Consider a two-dimensional propagation channel, where there are $K$ scatterers, $S_1, S_2, \ldots, S_K$ between a transmitter $T$ and a receiver $R$ as illustrated in Fig. 2. It is assumed that the dimensions of these objects are small relative to the system spatial resolution (i.e., point scatterer assumption). Signal propagates from $T$ to $R$ via multiple paths that involve single-bounce scattering, i.e., $T \to S_k \to R$ with $k = 1, 2, \ldots, K$.

Parallel to the above scenario, we may consider a generic large-scale wireless network with $K$ interfering radios scattered over a wide region, $I_1, I_2, \ldots, I_K$, and an interfered receiver $R$. We further assume that the transmit power of $I_k (k = 1, 2, \ldots,$
of electromagnetic waves. The term \( T \to S \) proportional to the propagation distance of each multipath at an arbitrary receiver \( A \).

Angular Spectrum of Interfering Signal

K is \( P_k \). For ease of understanding, we can replace this multiple-source, single-destination system with an equivalent single-source, single-destination interference network by introducing a virtual interfering source \( S \) as shown in Fig. 2. \( S \) transmits a unit-power imaginary signal, which is “scattered” from each physical interferer \( I_k \) with an average scattering coefficient of \( \sqrt{\frac{\tau}{T_k}} \), and impinges on the receiver \( R \).

As shown in Fig. 2, the \( k \text{th} \) \((k=1,2,\ldots,K)\) path introduces a delay \( \tau_k \) and an AOA \( \varphi_k \) for either the propagation channel or the interference network. In the former case, the term \( \tau_k \) corresponds to the actual time-of-arrival, which is proportional to the propagation distance of each multipath component \( T \to S_k \to R \). However, in the latter case the delay \( \tau_k = \tau_k' + d_k/c \), where \( \tau_k' \) is the transmission time of \( I_k \), \( d_k \) is the distance between \( I_k \) and \( R \) (see Fig. 2), and \( c \) is the speed of electromagnetic waves. The term \( \tau_k' \) can be interpreted as the delay of the virtual backhaul link \( S \to I_k \). We assume a fully decentralized wireless network where interfering radios are independent and non-coordinated, and thus can start to transmit at any time. Note that scatterers in propagation channels are passive objects and their structure (e.g., a large building which consists of multiple interconnected scatterers) may result in correlation between arriving times and angles of multipath at the receiver. On the other hand, physical interferers in interference networks are active terminals, which are generally independent from each other during the transmission process.

III. Azimuthal Spectrum and Second-Order Statistics of Interference

A. Angular Spectrum of Interfering Signal

Following from Section II, the interfering signal observed at an arbitrary receiver \( R \) is distributed in the azimuthal-delay domain. Hence, the DIR widely used in describing propagation channels can be applied to interference networks, which consists of the sum of contributions from all interfering radios

\[
h_I(\tau, \varphi) = \sum_{k=1}^{K} h_{I,k} \delta(\tau - \tau_k)\delta(\varphi - \varphi_k)
\]  

where the subscript \( I \) indicates interference throughout the paper, \( h_{I,k} = \alpha_k P_k d_k^{-n_{PL}/2} \beta_k e^{j\theta_k} \) is the scaling coefficient of the \( k \text{th} \) path, \( \alpha_k P_k \) is the average power measured 1 m away from the \( k \text{th} \) interferer, \( n_{PL} \) is the power loss exponent, and \( \beta_k e^{j\theta_k} \) is the distortion due to fading experienced by the interferer emission. The impulse response depends on delay \( \tau \), AOA \( \varphi \), and path number \( K \). Random variables \( \beta_k \) and \( \theta_k \) are assumed to be identically and independently distributed (i.i.d.) for each interferer \( I_k \).

Analogous to the analysis of propagation channels, we can present the condensed descriptions of the interference network performance metrics. The most fundamental quantity is the interference delay-azimuth spectrum (IDAS):

\[
\Xi_I^{(IDAS)}(\tau, \varphi) = \sum_{k=1}^{K} |h_{I,k}|^2 \delta(\tau - \tau_k)\delta(\varphi - \varphi_k).
\]  

The terminology azimuth-delay spectrum is adopted according to [17]. Following (2), the IAS is derived as

\[
\Xi_I^{(IAS)}(\varphi) = \int_{\tau} E[h_I^2(\tau, \varphi)] d\tau.
\]

\[
\Xi_I[h_I^2(\tau, \varphi)] = E[h_I^2(\tau, \varphi)] = \tau_k = \varphi_k = \varphi
\]  

is the expected received power of the \( k \text{th} \) interference path conditioned on its delay and AOA. \( f_{\tau,\varphi}(\tau, \varphi) \) is the joint pdf of delay and AOA. The proportionality applies to the ensemble average of many spatial realizations of the network, whose nodes are placed according to some probability distribution, such that the directional description can be expressed as a continuous spectrum. This representation captures the decentralized, randomized, and dense placement of nodes in many emerging classes of large wireless systems. The IAS is parallel to the definition of PAS in propagation channels and is usually normalized as \( \int_{\varphi} \Xi_I^{(IAS)}(\varphi) d\varphi = 1 \).

To characterize the amount of interference dispersion in the azimuthal domain by measuring the width of IAS, we adapt the angular spread used in the classical definition [18]:

\[
\sigma_I = \sqrt{\int_{\varphi} (\exp(j \varphi) - \mu_{\varphi})^2 \Xi_I^{(IAS)}(\varphi) d\varphi}
\]  

where

\[
\mu_{\varphi} = \int_{\varphi} \exp(j \varphi) \Xi_I^{(IAS)}(\varphi) d\varphi.
\]  

If an interference network is quasi-static, i.e., the durations of IDAS and interfering signal are much shorter than the time over which the network changes significantly, we can consider the behavior of the network at one time like that of a linear time-invariant system. Consequently, both the deterministic and stochastic system functions used for propagation channels in [16] can also be applied to such networks. We can thus define the WSS interfering condition (analogous to the WSS assumption in propagation channels) through simplification of the autocorrelation function of DIR. Within a local area, both interference and desired signal are assumed to be WSS and their
angular distributions remain unchanged. This basic property underlies all the following discussions.

B. Level Crossing

1) LCR of Interference: With an understanding of IAS, it is possible to derive many basic second-order statistical measures of a fluctuating interference channel. The most common approach is to model the channel by a Gaussian random process. This is appropriate when the interference is the accumulation of a large number of independent signals, where no term dominates the sum, and thus the central limit theorem applies. Non-Gaussian interference model for fading channels has also been considered, which has some advantage in predicting the bit error probability performance [19]. Recent investigations have seen more complex models for the interference statistics from a field of Poisson and Poisson-Poisson clustered distributed interferers (e.g., the symmetric alpha stable and Gaussian mixture models [2]). The current derivations focus on the Nakagami-m distribution for its ease of manipulation and wide range of applicability, which generalizes the Rayleigh and one-sided Gaussian distributions and approximates the lognormal, Hoyt, and Rician distributions, commonly used in wireless channel modeling [20], [21]. Furthermore, the sum of multiple i.i.d. Rayleigh-fading interference signals [22], [23] have a Nakagami-m distributed signal amplitude. This is particularly relevant to model interference from multiple sources in a wireless network [24]. Additionally, the aggregate interference power from multiple unintended transmitters was often approximated by a Gamma distribution (see e.g., [25]–[27]). If we define the amplitude to be proportional to the square root of the power, then the amplitude of this aggregate interference has a Nakagami-m distribution.

Subsequently, the fading interference envelope \( r_I \) has the following pdf:

\[
 f_{r_I}(r_I) = \frac{2m_I m_{I'}^{2m_{I'-1}}}{\Gamma(m_I)P_{I'}} \exp\left(-\frac{m_I r_I^2}{P_I}\right) \tag{6}
\]

where \( P_I = \mathbb{E}[r_I^2] \) is the average interference power in a local area, \( m_I = \frac{\mathbb{E}[r_I^2]}{\text{var}(r_I^2)} \) is the shape factor, and \( \Gamma(\cdot) \) is the Gamma function.

Consider a receiver traveling along a fixed azimuthal direction \( \varphi_0 \). The corresponding stochastic process of fading interference is a function of space. We can thus define the LCR \( N_I(R_I) \) as the average number of crossings per unit distance that the process drops beneath a specified threshold level. The general expression of LCR is given by

\[
 N_I(R_I) = \int_0^\infty f_{r_I,r_I'}(r_I = R_I,r_I') dr_I' \tag{7}
\]

where \( R_I \) is the threshold level for interference crossing and \( f_{r_I,r_I'}(R_I,r_I') \) is the joint pdf of envelope and its time derivative. For a Nakagami-m fading signal, the LCR is [28]

\[
 N_I(\rho_I) = \sigma_{V_1}^2 \frac{m_I^{1/2-m_{I-1}}}{\sqrt{\pi P_I} \Gamma(m_I)} \rho_I^{2m_{I-1}} \exp\left(-m_I \rho_I^2\right) \tag{8}
\]

The variable \( \rho_I \) is the normalized threshold level such that \( \rho_I^2 = R_I^2/P_I \), \( \sigma_{V_1}^2 \) is the spatial fading rate variance of the WSS complex interference voltage, defined as [29]

\[
 \sigma_{V_1}^2(\varphi_0) = \mathbb{E} \left[ \frac{d[V_I(l)]}{dl} \exp(-jk_c l) \right]^2 \tag{9}
\]

where \( l \) represents displacement of the receiver traveling along \( \varphi_0 \). The value of \( k_c \) is the centroid of the wavenumber spectrum calculated for the direction \( \varphi_0 \) as expressed in Appendix I-A in [29]. Applying the analogy between interference network and propagation channel, we can produce directly a concise expression of \( \sigma_{V_1}^2 \) by using the derived result in [29], which was obtained originally for the rate variance of complex received voltage in a directional propagation channel:

\[
 \sigma_{V_1}^2(\varphi_0) = \frac{2\pi^2 \Lambda_I^2 P_I}{\lambda^2} \left\{ 1 + \gamma_I \cos[2(\varphi_0 - \varphi_{I,\text{max}})] \right\} \tag{10}
\]

In (10), \( \lambda \) is the wavelength of the carrier frequency

\[
 \Lambda_I = \sqrt{1 - \frac{|F_{I,1}|^2}{F_{I,0}^2}} \tag{11}
\]

\[
 \gamma_I = \frac{|F_{I,0}F_{I,2} - F_{I,1}^2|}{F_{I,0}^2 - |F_{I,1}|^2} \tag{12}
\]

\[
 \varphi_{I,\text{max}} = \frac{1}{2} \arg \left( F_{I,0}F_{I,2} - F_{I,1}^2 \right) \tag{13}
\]

are the multipath shape factors introduced in [29], where

\[
 F_{I,n} = \int_0^{2\pi} \Xi^{(\text{IAS})}_I(\varphi)G(\varphi) \exp(jn\varphi)d\varphi \tag{14}
\]

is the \( n \)th Fourier coefficient of \( \Xi^{(\text{IAS})}_I(\varphi)G(\varphi) \). The physical meanings of these shape factors in an interference network can be understood in a similar way to those in a multipath propagation channel as elaborated in [29]. The shape factor \( \Lambda_I \) in (11) is a measure of how interference signals concentrate about a single azimuthal direction. It ranges from 0 to 1, with

0 indicating the case of interference from a single direction and 1 indicating no clear bias in the angular distribution of interference. The shape factor \( \gamma_I \) in (12) is a measure of how interference signals concentrate about two azimuthal directions. It also ranges from 0 to 1, with 0 indicating no clear bias in two arrival directions and 1 indicating the case of exactly two interference signals from two different directions. Finally, the shape factor \( \varphi_{I,\text{max}} \) in (13) is the azimuthal direction of maximum interference fading. The term \( G(\varphi) \) in (14) includes both antenna gain and polarization mismatch effects. Substituting (10) into (8) yields the LCR of the interference envelope process:

\[
 N_I(\rho_I) = \sqrt{2\pi \Lambda_I} \sqrt{1 + \gamma_I \cos[2(\varphi_0 - \varphi_{I,\text{max}})]} \frac{m_I^{1/2-m_{I-1}}}{\Gamma(m_I)} \exp(-m_I \rho_I^2) \tag{15}
\]
2) LCR of SIR: Suppose that the PAS from the desired transmitter is \(Z_{\text{S}}^{(\text{PAS})}\) and its envelope also follows the Nakagami-\(m\) distribution. The LCR of the desired signal can be obtained in a similar way to (15):

\[
N_S(\rho_S) = \frac{2\pi \lambda S \sqrt{1 + \gamma_S \cos \left(2(\varphi_S - \varphi_{S_{\text{max}}})\right) \Gamma(m_S) \rho_S^{2m_S-1}}}{\Gamma(m_S) \rho_S^{2m_S-1}} \exp \left(-m_S \rho_S^{2}\right) \quad (16)
\]

where the subscript \(S\) indicates desired signal throughout the paper and the multipath shape factors \(\lambda S\), \(\gamma_S\), and \(\varphi_{S_{\text{max}}}\) can be derived in a similar way to (11)–(13) by replacing \(Z_{\text{I}}^{(\text{IAS})}\) in (14) with \(Z_{\text{S}}^{(\text{PAS})}\).

Obtaining the LCR of SIR \(\eta\) requires the joint pdf, \(f_{\hat{r}_I,\hat{r}_S,\hat{r}_S}(\hat{r}_I,\hat{r}_S,\hat{r}_S)\), of the envelope levels \(\hat{r}_I, \hat{r}_S\), and the envelope slopes \(\dot{r}_I, \dot{r}_S\), at any spatial position \(\hat{I}\). The expected distance oftraveling where the received interference and intended signal envelopes are in the intervals \((r_I, r_I + dr_I)\) and \((r_S, r_S + dr_S)\), respectively, for given envelope slopes \(\dot{r}_I, \dot{r}_S\) and unit distance increment is

\[
f_{\hat{r}_I,\hat{r}_S,\hat{r}_S}(\hat{r}_I,\hat{r}_S,\hat{r}_S)dr_I d\dot{r}_I dr_S d\dot{r}_S.
\]

For each specific SIR threshold \(\rho_S\), the following relationship should be satisfied: \(r_S^2/\dot{r}_I^2 = \rho_S\).

In terms of interference, the distance traveled by a mobile receiver in a local area to cross the level \(r_I\) once for a given envelope slope \(\dot{r}_I\), in the interval \((r_I, r_I + dr_I)\) is \(dr_I/\dot{r}_I\). Similarly, in terms of desired signal, the distance traveled to cross the level \(r_S\) once for a given envelope slope \(\dot{r}_S\), in the interval \((r_S, r_S + dr_S)\) is \(dr_S/\dot{r}_S\). Subsequently, the expected number of downward crossings of the SIR threshold \(\rho_S\) for unit distance increment is calculated to be

\[
\int_{\hat{r}_I > \hat{r}_S} f_{\hat{r}_I,\hat{r}_S,\hat{r}_S}(\hat{r}_I,\hat{r}_S,\hat{r}_S) \sqrt{\rho_S} dr_I d\dot{r}_I dr_S d\dot{r}_S \quad \text{min}\left\{\frac{dr_I}{\dot{r}_I}, \frac{\sqrt{\rho_S} d\dot{r}_I}{\dot{r}_S}\right\}
\]

and the LCR is obtained as

\[
N_\eta(\rho_\eta) = \left[\int_{\hat{r}_I > \hat{r}_S} \int_{-\infty}^{\hat{r}_I} \int_{-\infty}^{\hat{r}_S} \frac{f_{\hat{r}_I,\hat{r}_S,\hat{r}_S}(\hat{r}_I,\hat{r}_S,\hat{r}_S) \sqrt{\rho_\eta} dr_I d\dot{r}_I dr_S d\dot{r}_S}{\text{min}\left\{\frac{dr_I}{\dot{r}_I}, \frac{\sqrt{\rho_\eta} d\dot{r}_I}{\dot{r}_S}\right\}}\right] \rho_\eta \in (0, 1]
\]

The relationship (a) follows from the result that in the Nakagami-\(m\) case as in the Rayleigh and Rice cases, \(\hat{r}\) and \(r\) are independent random variables [28], and makes use of the assumption that interference and intended signal channels are independent. We can further derive (17) as (18) (see equation at the bottom of the page). The distribution of \(r_I\) is given in (6). Similar Nakagami-\(m\) expression can be used to describe the random variable \(r_S\). Moreover, the pdfs of \(\hat{r}_I\) and \(\hat{r}_S\) are Gaussian distributed with standard deviations \(\sigma_{\hat{r}_I}/\sqrt{2m_{\hat{r}_I}}\) and \(\sigma_{\hat{r}_S}/\sqrt{2m_{\hat{r}_S}}\), respectively [28]. Using these results in (18), we can obtain the LCR of SIR.

\[
N_\eta(\rho_\eta) = \left[\int_{\hat{r}_I > \hat{r}_S} \int_{-\infty}^{\hat{r}_I} \int_{-\infty}^{\hat{r}_S} \frac{f_{\hat{r}_I,\hat{r}_S,\hat{r}_S}(\hat{r}_I,\hat{r}_S,\hat{r}_S) \sqrt{\rho_\eta} dr_I d\dot{r}_I dr_S d\dot{r}_S}{\text{min}\left\{\frac{dr_I}{\dot{r}_I}, \frac{\sqrt{\rho_\eta} d\dot{r}_I}{\dot{r}_S}\right\}}\right] \rho_\eta \in (0, 1]
\]
If interference fading is much slower than desired signal fluctuation, i.e., \( N_I(p_I = \rho, \varphi_0) \ll N_S(p_S = \rho, \varphi_0) \) for almost all \( \rho \) and \( \varphi_0 \), we can obtain an approximate expression of LCR. In this case, the threshold \( \rho_S \) for \( N_S \) should be set to ensure that the overall SIR threshold is \( \rho_S = \rho_S^2 P_S / r_S^2 \). As a result, the LCR of SIR is given by

\[
N_S(\rho_S) \approx \int_0^\infty N_S(\rho_S = \sqrt{\frac{\rho_S^2 P_S}{P_S}}) f_{r_S}(r_S) dr_S
\]

\[
\approx \int_0^\infty \frac{m_S^2}{\Gamma(m_S)} \left( \frac{\rho_S^2 P_S}{P_S} \right)^{m_S-1/2} \exp\left(- \frac{m_S \rho_S^2 P_S}{P_S} \right)
\times \frac{2 m_S r_S^2 m_S^{-1}}{\Gamma(m_S)} \exp\left(- \frac{m_S r_S^2 / P_S}{P_S} \right) dr_S.
\]

A careful examination of (18) reveals that, by setting \( |1/r_I| \gg |\sqrt{\rho_S}/r_S| \approx 0 \), we can obtain the expression of (19). On the other hand, if interference fading is much faster than desired signal fading, i.e., \( N_I(p_I = \rho, \varphi_0) \gg N_S(p_S = \rho, \varphi_0) \) for almost all \( \rho \) and \( \varphi_0 \), the LCR of SIR can be approximated by the expected level crossing of the fast fading interference, \( N_I \), averaged over the slow fading interference, \( r_S \). The threshold \( \rho_I \) for \( N_I \) is constrained by the relationship \( \rho_I = r_S^2 / (\rho_S^2 P_S) \). The LCR of SIR is obtained as

\[
N_I(\rho_I) \approx \int_0^\infty N_I(\rho_I = \sqrt{\frac{\rho_I^2 P_I}{P_I}}) f_{r_S}(r_S) dr_S
\]

\[
\approx \int_0^\infty \frac{m_I}{\Gamma(m_I)} \left( \frac{\rho_I^2 P_I}{P_I} \right)^{m_I-1/2} \exp\left(- \frac{m_I \rho_I^2 P_I}{P_I} \right)
\times \frac{2 m_I r_I^2 m_I^{-1}}{\Gamma(m_I)} \exp\left(- \frac{m_I r_I^2 / P_I}{P_I} \right) dr_I.
\]

Similarly, by setting \( |\sqrt{\rho_I}/r_I| \gg |1/r_I| \approx 0 \) in (18), we can obtain the result in (20).

C. Fade Distance

1) AFD of Interference: The AFD is the traveling distance of a receiver in a local area, where the received interference envelope is underneath a threshold level, once the envelope has crossed that level. For a given threshold level \( \rho_T = R_T^2 / P_I \), the AFD, \( \bar{l}_I \), is calculated by the following:

\[
\bar{l}_I = \frac{1}{N_I(\rho_I)} \int_0^{R_T} f_{r_I}(r_I) dr_I.
\]

Substituting (15) and the Nakagami-\( m \) pdf in (6) into (21) yields

\[
\bar{l}_I = \frac{\lambda}{2\pi A_I \sqrt{1 + \gamma_I \cos[2(\varphi_0 - \varphi_{I,\max})]}}
\times \frac{\gamma(m_I, m_I P_I)}{m_I P_I} \exp(m_I P_I^2) \gamma(m_I - 1, \gamma_I)
\]

where \( \gamma(\cdot, \cdot) \) is the incomplete Gamma function.

2) AFD of SIR: Following (21), we can derive the AFD of SIR as:

\[
\bar{l}_S = \frac{1}{N_S(\rho_S)} \int_0^{\rho_S} f_{r_S}(r_S) dr_S
\]

\[
\approx \frac{1}{N_S(\rho_S)} \int_0^{\rho_S} \frac{(m_S P_I)}{(m_I P_S)} m_S \exp\left(- \frac{m_S P_I}{m_I P_S} \right) \gamma(m_S - 1, m_S P_I) \gamma(m_S, m_S P_I) \exp(m_S P_I^2) \gamma(m_S - 1, \gamma_I) \gamma(m_S, \gamma_I)
\]

where \( B(\cdot, \cdot) \) is the Beta function. (a) applies the fact that the ratio of two independent Gamma distributions is a generalized Gamma-ratio pdf and (b) follows from the Markov’s inequality. Substituting (18), (19), or (20) into (23) yields a lower bound of the AFD of SIR. Note that when \( P_I = P_S \), the generalized Gamma-ratio pdf reduces to the F-distribution and the AFD is expressed as

\[
\bar{l}_S = \frac{1}{N_S(\rho_S)} \int_0^{\rho_S} \frac{(m_S P_I)}{(m_I P_S)} m_S \exp\left(- \frac{m_S P_I}{m_I P_S} \right) \gamma(m_S - 1, m_S P_I) \gamma(m_S, m_S P_I) \exp(m_S P_I^2) \gamma(m_S - 1, \gamma_I) \gamma(m_S, \gamma_I)
\]

where \( \mathcal{I} \) is the regularized incomplete Beta function.

D. Spatial Autocovariance

1) Autocovariance of Interference: The spatial autocovariance of received interference envelope is defined as the correlation of envelope as a function of change in receiver position.
This quantity is useful if we want to study spatial diversity to combat spatial selectivity in interference networks (analogous to its counterpart in propagation channels), where we attempt to reduce the overall interference level by using multiple antennas physically separated from one another. This arrangement offers a receiver several observations of the same signal. Thus, if one antenna is experiencing a severe interference, it is likely that another has a deep fade (hence potentially higher SIR). Collectively such a system can provide a robust link.

The autocovariance function of the interfering signal envelope is defined as follows:

\[ \varrho_l(l) = \frac{\mathbb{E}[r_I(l_0) r_I(l_0 + l)] - \mathbb{E}[r_I]}{\mathbb{E}[r_I^2] - \mathbb{E}[r_I]^2} \]  

(25)

where \( l_0 \) is the reference position in the azimuthal plane and is arbitrary if the fading process is WSS. \( l \) is a unit vector pointing in the direction of traveling, \( \varphi_0 \). The Mc Laurin series expansion of an autocovariance function is expressed as [30]

\[ \varrho_l(l) = 1 + \sum_{n=1}^{\infty} \frac{(-1)^n l^{2n}}{(2n)!} \mathbb{E}[ (\frac{d^n r_I}{dt^n})^2 ] \]  

\[ = 1 - \frac{\mathbb{E}[ (\frac{d r_I}{dt})^2 ]}{2 (\mathbb{E}[r_I^2] - \mathbb{E}[r_I]^2) l^2} + \cdots \]

\[ = 1 - \frac{2\pi^2 \Lambda^2}{\lambda^2} \{ 1 + \gamma_r \cos [2(\varphi_0 - \varphi_{I,\text{max}})] \} l^2 + \cdots \]  

(26)

Following the approach in [29], suppose that \( \varrho_l(l) \) is approximated by an arbitrary Gaussian function and its Mc Laurin expansion is

\[ \varrho_l(l) \approx \exp \left[ -\nu_l \left( \frac{l}{\lambda} \right)^2 \right] \]

\[ \approx 1 - \nu_l \left( \frac{l}{\lambda} \right)^2 + \cdots \]  

(27)

A Gaussian function is chosen as a generic approximation to the true autocovariance since it is a convenient and well-behaved correlation function. This approximation is nearly exact for values of \( l \) less than or equal to the correlation distance of interference \( l_{c,I} \), defined as the value that satisfies the relationship \( \varrho_l(l_{c,I}) = 0.9 [29] \). The appropriate constant \( \nu_l \) is selected such that the second terms of (26) and (27) are equal, ensuring that the behavior of both autocovariance functions are identical for small \( l \)

\[ \nu_l = \frac{2\pi^2 \Lambda^2}{\lambda^2} \left[ 1 + \gamma_r \cos [2(\varphi_0 - \varphi_{I,\text{max}})] \right] \cdot \frac{1}{1 - \frac{1}{m_I} \left[ \frac{\Gamma(m_I+1/2)}{\Gamma(m_I)} \right]^2}. \]  

Using the autocovariance function of (27) leads to

\[ l_{c,I} = \sqrt{2\pi\Lambda_I} \sqrt{1 + \gamma_I \cos [2(\varphi_0 - \varphi_{I,\text{max}})]}. \]  

(28)

2) Autocovariance of SIR: A more explicit measure for studies in spatial diversity is the autocovariance of SIR, which is directly related to the achievable rate of the system. Following (25), we have

\[ \mathbb{E}[\Theta_I(l)] = \mathbb{E}\left[ r_I(l_0) r_I(l_0 + l) \right] \]

\[ = \varrho_I(l) \left[ \mathbb{E}[r_I^2] - \mathbb{E}[r_I] \right] + \mathbb{E}[r_I] \]

\[ = \exp \left[ -\nu_I \left( \frac{l}{\lambda} \right)^2 \right] \left\{ P_I - P_S \frac{\Gamma(m_I+1/2)^2}{\Gamma(m_I)} \right\} \]

\[ + \frac{P_S}{m_I} \left( \frac{\Gamma(m_I + 1/2)^2}{\Gamma(m_I)} \right)^2. \]  

(30)

In a similar way, we can derive \( \mathbb{E}[\Theta_S(l)] = \mathbb{E}[r_S(l_0) r_S(l_0 + l)] \) for the desired signal channel.

Suppose that the function \( \Theta_I(l) = \eta(l_0) \eta(l_0 + l) = (r_{I_0}^2 + r_{I_0}^2) \times (r_{I_0}^2 + r_{I_0}^2) / \pi (\varphi_0 - \varphi_{I,\text{max}}) \) is sufficiently smooth near the point \( \mathbb{E}[\Theta_I(l)], \mathbb{E}[\Theta_S(l)] \) and the interference and intended signal channels are uncorrelated, then the mean \( \mathbb{E}[\Theta_I(l)] \) can be estimated in terms of the mean and variance of \( \Theta_I(l) \) and \( \Theta_S(l) \) [30]

\[ \mathbb{E}[\Theta_I(l)] \]

\[ \approx \mathbb{E}^{2}[\Theta_I(l)] + \frac{1}{2} \mathbb{E}^{2}[\Theta_I(l)] \sigma_{\Theta_I(l)}^2 + \frac{1}{2} \mathbb{E}^{2}[\Theta_S(l)] \sigma_{\Theta_S(l)}^2 \]

\[ \approx \frac{\mathbb{E}^{2}[\Theta_I(l)]}{\mathbb{E}^{2}[\Theta_I(l)]} \left\{ 1 + \frac{\mathbb{E}[\Theta_S(l)]}{\mathbb{E}^{2}[\Theta_I(l)]} \right\} \sigma_{\Theta_I(l)}^2 + \frac{\sigma_{\Theta_S(l)}^2}{\mathbb{E}^{2}[\Theta_S(l)]} \sigma_{\Theta_S(l)}^2 \]

\[ \approx \frac{\mathbb{E}^{2}[\Theta_I(l)]}{\mathbb{E}^{2}[\Theta_I(l)]} \left\{ 1 + \frac{\mathbb{E}[\Theta_I(l)]}{\mathbb{E}^{2}[\Theta_I(l)]} \right\} \sigma_{\Theta_I(l)}^2 + \frac{\sigma_{\Theta_S(l)}^2}{\mathbb{E}^{2}[\Theta_S(l)]} \sigma_{\Theta_S(l)}^2 \]

\[ + \left( \frac{\mathbb{E}^{2}[\Theta_I(l)]}{\mathbb{E}^{2}[\Theta_I(l)]} \right)^2 \sigma_{\Theta_I(l)} \sigma_{\Theta_S(l)} \]  

(31)

Next, the variance of \( \Theta_I(l) \) and \( \Theta_S(l) \) at \( l = 0 \) are given by

\[ \sigma_{\Theta_I(0)}^2 = \mathbb{E}[r_I^2] - \mathbb{E}[r_I] \]  

\[ = \frac{P_I^2}{m_I} \]  

(32)

and

\[ \sigma_{\Theta_S(0)}^2 = \mathbb{E}[r_S^2] - \mathbb{E}[r_S^2] \]

\[ = \frac{P_S^2}{m_S} \]  

(33)

respectively. Substituting (30), (32), and (33) into (31) yields the approximate expression of \( \mathbb{E}[\Theta_I(l)] \). Hence, the autocovariance of the SIR is computed as

\[ \varrho_\eta(l) = \frac{\mathbb{E}[\Theta_I(l)] - \mathbb{E}^{2}[\eta]}{\mathbb{E}[\eta^2] - \mathbb{E}[\eta]} \]  

(34)

Applying (31) in (34) and noting that for the Generalized Gamma-ratio pdf, the \( h \)th moment is derived as

\[ \mathbb{E}[\eta^h] = \left( \frac{m_S P_I}{m_I P_S} \right)^{\frac{h}{m}} \frac{\Gamma(m_S + h)}{\Gamma(m_S)} \frac{\Gamma(m_I - h)}{\Gamma(m_I)} \]

(35)

we can readily obtain \( \varrho_\eta(l) \).
IV. Azimuthal Spectrum of Achievable Rate and Outage Analysis

A. Azimuthal Spectrum of Average Rate

Modern wireless networks often employ link-adaptive algorithms, which allow the average SIR to be explicitly related to the average data rate. Suppose that adaptive modulation and coding is applied. We define the expected achievable rate of a link based upon the Shannon capacity expression, \( E[\ln(1 + \eta)] \), averaging over the random SIR.

Suppose that the receiver antenna boresight points towards the direction \( \phi_b \) and therefore, its antenna beampattern can be expressed as \( G(\phi - \phi_b) \). As the mean of \( \ln(1 + \eta) \) can be interpreted as a Lebesgue integral, the corresponding average data rate can be derived as

\[
\mathcal{R}_{\text{avg}}(\phi_b) = E[\ln(1 + \eta)] = \int \frac{\ln(1 + \eta)}{s} dP
\]

\[
= \int \ln(1 + \eta) f_\eta(\eta) d\eta
\]

\[
= \int \ln(1 + \eta) \frac{m_S g^{(IAS)}(\phi_b)}{m_I g^{(PAS)}(\phi_b)} \frac{m_S}{B(m_S, m_I)}
\]

\[
\times \left[ 1 + \frac{m_S g^{(IAS)}(\phi_b)}{m_I g^{(PAS)}(\phi_b)} \right]^{-m_S - m_I} n^{m_S - 1} d\eta. \quad (36)
\]

In (36), the mean received interference and signal powers, defined as the antenna-dependent effective IAS and PAS, are given by

\[
\Xi^{(IAS)}_I(\phi_b) = \int_0^{2\pi} \Xi^{(IAS)}_I(\phi) G(\phi - \phi_b) d\phi \quad (37)
\]

and

\[
\Xi^{(PAS)}_S(\phi_b) = \int_0^{2\pi} \Xi^{(PAS)}_S(\phi) G(\phi - \phi_b) d\phi \quad (38)
\]

respectively.

We define the quantity \( \mathcal{R}_{\text{avg}}(\phi_b) \) to be the ARAS in this work. Note that in the limiting case when a pencil-beam antenna is employed, i.e., \( G(\phi - \phi_b) \approx \delta(\phi - \phi_b) \), (37) and (38) reduce to

\[
\Xi^{(IAS)}_I(\phi_b) = \Xi^{(IAS)}_I(\phi_b) \quad (39)
\]

and

\[
\Xi^{(PAS)}_S(\phi_b) = \Xi^{(PAS)}_S(\phi_b) \quad (40)
\]

respectively.

B. Local Area Outage and FZI in a Global Area

Consider that a receiver travels within a local area, where the angular statistics of both interference and desired signal remain unchanged. If the pdf of the receive antenna boresight can be expressed as \( f_{\phi_b}(\phi_b) \), we may define the outage average rate in a local area to be

\[
\mathcal{R}_{\text{avg}}(\epsilon) \triangleq \sup \left\{ \mathcal{R}_{\text{avg}} \in [\mathcal{R}_{\text{min}}, \mathcal{R}_{\text{max}}] : \Pr \{ \mathcal{R}_{\text{avg}} \leq \mathcal{R}_{\text{avg}} \} < \epsilon \right\} \quad (41)
\]

where \( \epsilon \) is the outage probability measure, and \( \mathcal{R}_{\text{min}} \) and \( \mathcal{R}_{\text{max}} \) are the minimum and maximum average rates, respectively. This quantity defines the supremum limit of the average rate such that the probability of observing a smaller value of ARAS at a random \( \phi_b \) is less than \( \epsilon \).

In the special case that \( \mathcal{R}_{\text{avg}}(\phi_b) \) has a symmetric shape with respect to the mean azimuth \( \phi_{b,0} \), where the peak rate is achieved, and \( \mathcal{R}_{\text{avg}}(\phi_b) \) decreases monotonically as \( |\phi_b - \phi_{b,0}| \) increases, (41) can be simplified as

\[
\mathcal{R}_{\text{avg}}(\epsilon) = \mathcal{R}_{\text{avg}}(\phi_{b,0} \pm \Delta \phi_b) \quad (42)
\]

where \( \Delta \phi_b \) is the solution to the following equation

\[
\int_{\phi_{b,0} - \Delta \phi_b}^{\phi_{b,0} + \Delta \phi_b} f_{\phi_b}(\phi_b) d\phi_b = \epsilon.
\]

Consequently, we may define the FZI in a global service area to be

\[
\mathcal{Z}_0 \triangleq \left\{ (x, y) : \mathcal{R}_{\text{avg}}(x, y) \leq \theta \right\} \quad (43)
\]

where \( \theta \) is a sufficiently large outage average rate and \( (x, y) \) are the Cartesian coordinates of the receiver location.

V. Geometric Modeling of Interference Networks

In this section, we elaborate on the geometric modeling of interference networks, similar to the classical GBSM setup in propagation channels (see e.g., [16], [31]–[34]), where interfering terminals are randomly located according to a specified spatial density function. This approach stochastically characterizes the spatial properties of interference networks with a small set of parameters. For a large number of interferers, the GBSM is equivalent to a continuum network, where the network area is kept fixed and the number of interferers approaches infinity.

Implementation of the GBSM for an interference network involves the following steps. A pictorial illustration is provided in Fig. 3.

1) Assign random locations to the centers of interfering clusters in the service area according to a pre-specified clustering scenario. This aggregation of interfering terminals in space may be due to geographical factors (e.g., interference from regions with multiple random hotspots, out-of-cell interference in cellular networks with user clustering or in two-tier femtocell networks, etc.) or MAC layer protocols [2]. No interferer is allowed to be collocated with the receiver to avoid infinite interference power. This is not an issue from the model implementation point-of-view, as the probability of generating an interferer
GBSMs have advantages when movement is to be simulated. Whenever the receiver moves, adjustments to the parameters of paths are made automatically. The motions of interfering terminals can also be easily incorporated in the models. Moreover, GBSMs often lead to trackable solutions for the properties of average network interference metrics when the number of realizations approaches infinity. In the following, we present the derivations of several key model parameters.

A. Derivations of Key GBSM Parameters

1) Number of Effective Interfering Clusters: The spatial Poisson point process is applied widely to the node placement of wireless networks [14], [35]. We can also apply the approximation here for the centers of interfering clusters. Suppose that \( W \) cluster centers are randomly deployed within an arbitrarily shaped region with an area \( A \), the density of cluster centers is given by \( W/A \). A cluster will become “effective” if its center \( C \) locates within the effective circular disc \( D_{eff} \) of area \( A_{eff} = \pi r_{eff}^2 \). With Poisson node distribution, the probability mass function of \( w \) interfering clusters existing in \( D_{eff} \), where the contributions of interferers are taken into account, is

\[
\Phi(w) = \frac{\exp \left( - \frac{W A_{eff}}{A} \right) \left( \frac{W A_{eff}}{A} \right)^w}{w!}. \tag{44}
\]

2) Lifespan of Effective Interfering Clusters: As the receiver moves, some interfering clusters move out of the circular disc if their contributions to the received interference fall below some predetermined threshold while others move in. As a result, effective clusters exit for a period of time \( t_{life} \) and then disappear. Let the \( x-y \) coordinate system be defined such that the receiver \( R \) lies on the \( x \) axis, as shown in Fig. 4. Suppose that the velocity of \( R \) in Fig. 4 is \( v_R \), whose footprint aligns with the \( x \) axis. An interfering cluster will be effective if the distance of its center, \( C \), to \( R \) is no greater than \( r_{eff} \). Following the geometry in Fig. 4, the lifespan of \( C \), \( t_{life} \), actually corresponds to the time duration when \( R \) moves from \( R(t) \) to \( R(t + t_{life}) \), both of which introduce the same distance to \( C \), which is \( r_{eff} \). Applying the basic trigonometry in Fig. 4 yields the distance between \( R(t) \) and \( R(t + t_{life}) \), given as \( 2 \sqrt{r_{eff}^2 - y^2} \). The lifetime of the corresponding cluster is thus given by \( t_{life} = 2 \sqrt{r_{eff}^2 - y^2}/v_R \). We can then derive the
cumulative distribution function (cdf) of $t_{\text{life}}$ by applying the general formulation in [30]

$$F_{t_{\text{life}}}(t_{\text{life}}) = \int \int f_{x_C,y_C}(x,y) \, dx \, dy \tag{45}$$

where the integration domain represents the region in which the inequality $2 \sqrt{\bar{r}_\text{eff}^2 - y^2}/v_R \leq t_{\text{life}}$ is satisfied and $f_{x_C,y_C}(x,y)$ is the pdf of cluster centers in the entire interference network. We can also calculate the average lifespan by integrating over the entire interference region to be

$$E[t_{\text{life}}] = \int \int t_{\text{life}}(x,y) f_{x_C,y_C}(x,y) \, dx \, dy$$

$$= \int \int 2 \sqrt{\bar{r}_\text{eff}^2 - y^2}/v_R \, f_{x_C,y_C}(x,y) \, dx \, dy. \tag{46}$$

Fig. 5 illustrates the lifespan of interfering clusters when the radius of the effective circular disc is $\bar{r}_\text{eff} = 1$ km and the mobile receiver is traveling along the $x$-axis at a velocity of 15 m/s. These contours essentially define the integration region in (45) for different values of $t_{\text{life}}$. It can be seen from Fig. 5 that the farther the cluster centers from the receiver trajectory, the smaller their lifespan. Beyond certain distance, the time duration of interfering clusters reduces to zero. In other words, these clusters would never become effective contributors of interference at the receiver.

3) IAS in Clustered Interference Network: The geometry of a circular interfering cluster is shown in Fig. 4, which assumes that the interfering terminals are uniformly distributed within a radius $\bar{r}_j$ about the $j$th cluster center, $C_j$.

The joint pdf $f_{d,\varphi}^{(j)}(d, \varphi)$ in the polar coordinates $(d, \varphi)$ for cluster $j$ is found using

$$f_{d,\varphi}^{(j)}(d, \varphi) = \frac{f_{x_1,y_1}(x,y)}{\mathfrak{J}(x,y)} \bigg|_{x=d \cos \varphi, \ y=d \sin \varphi} \tag{47}$$

where $\mathfrak{J}(x,y)$ is the Jacobian transformation given by

$$\mathfrak{J}(x,y) = \begin{vmatrix} \frac{\partial x}{\partial r} & \frac{\partial x}{\partial \varphi} \\ \frac{\partial y}{\partial r} & \frac{\partial y}{\partial \varphi} \end{vmatrix}^{-1} = \begin{vmatrix} \cos \varphi & -d \sin \varphi \\ \sin \varphi & d \cos \varphi \end{vmatrix}^{-1} = \frac{1}{d} \tag{48}$$

and $f_{x_1,y_1}^{(j)}(x, y)$ is the joint pdf in the Cartesian coordinates for cluster $j$. Substituting (48) into (47) gives

$$f_{d,\varphi}^{(j)}(d, \varphi) = df_{x_1,y_1}^{(j)}(d \cos \varphi, d \sin \varphi). \tag{49}$$

For uniformly distributed interferers, we have

$$f_{d,\varphi}^{(j)}(d, \varphi) = \frac{d}{\sum_{j=1}^{\bar{J}} \pi \bar{r}_j^2} \tag{50}$$

where $J$ is the total number of clusters.

Following (3) and assuming that the transmission time of an interferer, $\tau_i$, is i.i.d., the IAS due to the $j$th cluster is computed as

$$\Xi^{(j)}(\varphi) \propto \int \int \mathbb{E} \left[ |h_j|^2 |\tau'_j(d, \varphi) f_{d,\varphi}^{(j)}(\tau'_j) d\tau'_j \right] \tag{51}$$

where $d_0^{(j)}(\varphi)$ and $d_1^{(j)}(\varphi)$ are the lower and upper integration limits at angle $\varphi$ as illustrated in Fig. 4. These two limits are given as

$$d_0^{(j)}(\varphi), d_1^{(j)}(\varphi) = |\textbf{RC}_j| \cos (\varphi - \varphi_{\text{RC}_j}) \mp \sqrt{\bar{r}_j^2 - |\textbf{RC}_j|^2 \sin^2 (\varphi - \varphi_{\text{RC}_j})}. \tag{52}$$

In (52), $|\textbf{RC}_j|$ and $\varphi_{\text{RC}_j}$ are the magnitude and angle of the vector $\textbf{RC}_j$, respectively. The expected interference power conditioned on $d$ and $\varphi$ is given by

$$\mathbb{E} \left[ |h_j|^2 |d, \varphi \right] \propto d^{-\eta_{PL}}. \tag{53}$$

Substituting (50), (52), and (53) into (51) and taking into account the contributions from all interfering clusters yield

$$\Xi^{\text{IAS}}(\varphi) = \kappa \sum_{j=1}^{\bar{J}} \Xi^{(j)}(\varphi) \tag{54}$$

with $\kappa$ being a normalization constant to ensure that $\int \varphi \Xi^{\text{IAS}}(\varphi) = 1$. The two terms $d_0^{(j)}(\varphi)$ and $d_1^{(j)}(\varphi)$ are given in (52).
VI. NUMERICAL EXAMPLES

We present numerical examples of characterizing wireless network interference in the angular domain with the proposed methodology. As shown in Fig. 6, we consider the scenario of a single interfering cluster, whose center $C$ is located at (200 m, 200 m). The radius of the cluster is $\bar{r} = 100$ m. The receiver $R$ starts from the position (200 m, 0 m) and moves along the positive $x$-axis with a velocity of $v_R = 15$ m/s. It is worth emphasizing that as $R$ moves away from the interference cluster, the ratio of the cluster radius $\bar{r}$ to the distance between the cluster center and the receiver $|CR|$ reduces. Hence, the study cases essentially investigate the effect of $\bar{r}/|CR|$, which is a fundamental network geometric parameter in a circular GBMS [34], [36], on the interference behavior. The intended transmitter $T$ is located at (200 m, 50 m). It is assumed that $T$ introduces a Gaussian PAS at $R$ with a standard deviation of $10^\circ$, which is fixed throughout the entire simulation process. Furthermore, the antenna beampattern at the receiver $R$ is modeled using the Von Mises function $G(\varphi) = \exp[2\cos(\varphi - \varphi_{RT})]$ where $C$ is a normalization constant, and the direction of maximum directive gain points towards the intended transmitter $T$. The system carrier frequency is set to be 1.8 GHz and the path loss exponent is $n_{PL} = -2$. Finally, the Nakagami shape factors are set to be $m_I = m_S = 2$ for the interference and intended signal, respectively. Note that we are mainly concerned with the average properties of the network, which are applicable to the case that the number of spatial realizations of interferers approaches infinity, similar to the assumption made in any other statistical models [1]–[8].

Based on the analysis in Section V-A3, Fig. 7 shows the IAS and PAS observed at $R$ after it travels for 0, 10, 20, and 30 seconds, which correspond to the Cartesian coordinates of (200 m, 0 m), (350 m, 0 m), (500 m, 0 m), and (650 m, 0 m), respectively. The following important observations can be made. Firstly, as $R$ moves farther away from the interfering cluster, the IAS is confined within a narrower angular range around the mean AOA, where the maximum interference occurs. Furthermore, the shape of the IAS is very different from the traditional Gaussian or Laplacian distribution typically encountered in a PAS. Finally, the profiles of PAS often do not “match” those of IAS (e.g., their peak directions are not aligned at $t = 10, 20, 30$ s). As a result, we may expect much more complicated SIR-related performance measures in the angular domain as to be seen in Fig. 11.

Fig. 8 illustrates the LCRs of the normalized interference $\rho_I$ and SIR $\rho_S$ following the derivations in Section III-B1 and B2. In both cases, the maximum crossing rates are achieved when $\rho_I$ and $\rho_S$ are around 0 dB, and the crossing rates decrease as $\rho_I$ and $\rho_S$ deviate from 0 dB. This phenomenon shows that, when level crossing threshold is set to be either much higher or much lower than the mean value of interference or SIR, crossing becomes less probable. This is valid for the probability distributions commonly used in wireless propagation modeling and also agrees well with the classical LCR characteristics for fast fading signals. Moreover, the LCR of interference reduces at a much slower speed as compared to that of SIR for threshold values less than 0 dB, whereas an opposite trend can be noticed when the threshold values are greater than 0 dB. Finally, as the receiver moves farther away from the interfering cluster and the signal source, the LCRs decrease for both interference and SIR. The AFDs of $\rho_I$ and $\rho_S$ are depicted in Fig. 9. Similar to the traditional AFD of desired signals, the AFDs of both interference and SIR increase with the threshold levels. Nevertheless, the AFD of interference exhibits a more apparent turning point.
Fig. 9. AFDs of normalized interference and SIR obtained at the receiver $R$ after it travels for 0, 10, 20, and 30 seconds.

Fig. 10. Effective IAS and PAS (normalized with respect to the maximum values) obtained at the receiver $R$ after it travels for 0, 10, 20, and 30 s.

near $\rho_I = 0$ dB, above which a much steeper slope is clearly visible. This phenomenon can be easily explained by observing the formulation of AFD in (21) and the LCR curves in Fig. 8 (left plot). As can be seen from this figure, for a normalized interference threshold above 0 dB, the LCR begins to decrease. Because the AFD in (21) is inversely proportional to the LCR, the AFD will begin to increase at a faster rate as compared to the case that the threshold is below 0 dB. On the other hand, the AFD of SIR increases at a gentler rate over the entire range of SIRs. This is due to the fact that the LCR of interference reduces at a much faster speed as compared to that of SIR for threshold values greater than 0 dB.

Finally, we focus upon the average date rate in the angular domain based on the results in Section IV. Fig. 10 shows the effective IAS and PAS normalized with respect to their maximum values at different traveling times (or equivalently, receiver locations). Similar to Fig. 7, except for the initial receiver location, the profiles of effective IAS do not “match” those of effective PAS, which also explains the ARAS shown in Fig. 11. At the initial location, the average achievable rate does not change significantly over the entire angular range because the intended signal is nearly proportional to the interference at each AOA. However, at other locations, much more significant variation in ARAS can be found due to the “mismatch” between the effective IAS and PAS. The more evident the mismatch, the more noticeable the ARAS variation. Finally, the boresight directions giving rise to the maximum average rate may change substantially as the receiver moves to different locations.

VII. CONCLUSION

We have presented the novel description method of IAS for characterizing network interference in the angular domain. We have also extended this concept to the directional modeling of average rate, and presented the notion of local area outage. Subsequently, we have proposed the GBSMs to support and enrich the description method. We have used several numerical examples to demonstrate the usefulness of the proposed analytical framework and highlight some interesting properties of the proposed interference performance measures. The results would provide useful insight on the design and evaluation of interference-prone network systems.

A future direction worthy of thinking is that interference also depends on specific multiple access, cooperation, and adaptive transmission schemes, which are the key aspects that differentiate the “smart” interferers from “dumb” scatterers. It would be interesting to incorporate these aspects into our model. Furthermore, it is useful to consider how to combine the Poisson point process methods and the GBSMs, which may allow the derivation of some new insights.
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