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ON EXCEPTIONAL SETS FOR NUMBERS REPRESENTABLE BY BINARY SUMS

SHUNG-FU CHIU AND MING-CHIT LIU

Dedicated to Prof. Wolfgang Schmidt on the occasion of his 60th birthday

1. Introduction and main results. We shall consider some problems concerning parts of Conjectures (H), (I) and (L) posed by Hardy and Littlewood [6], namely,

(H) Every large number is either a square or the sum of a prime and a square.

(I) Every large odd number is the sum of a prime and the double of a square.

(L) Every large number is either a cube or the sum of a prime and a (positive) cube.

Concerning (H) and (L), bounds for exceptional sets were obtained by Davenport and Heilbronn [4], and Miez [13]. The best known results were obtained by Brümer, Perelli and Pintz [2], and Zaccagnini [24] (Vinogradov [23] also gave a sketch of a different proof for the result in Theorem BPP-Z). They proved:

Theorem BPP-Z. Let \( k \geq 2 \) be a fixed integer. Then there are positive effectively computable constants \( \theta < 1 \) and \( C \) depending on \( k \) only such that

\[
\text{Card}\{n \in \mathbb{N} : n \leq X, \ n \text{ is not a sum of a prime and a } k\text{th power}\} \leq CX^{\theta}.
\]

On the other hand, Schwarz [20] and Plaksin [17] considered similar problems concerning (H) and (L), and could replace the \( k \)th power (of an integer) in Theorem BPP-Z by a \( k \)th power of a prime. In particular, it was proved:
Theorem P [17]. Let $k \geq 2$ be a fixed integer. Then the number of positive integers $b \leq X$ satisfying $\gcd(b - 1, \prod_{p \leq \sqrt{X}} p) = 1$ such that $b$ is not representable by the form $b = p_1 + p_2^k$, with $p_1$ and $p_2$ prime, is $\ll X^\theta$ where $0 < \theta < 1$ depends on $k$ only.

Here and throughout $\ll$ and $\gg$ are the Vinogradov symbols.

In this paper, we shall present some generalizations of these results to integers representable by binary sums with integer coefficients. Our results contain Theorem BPP-Z and Theorem P as special cases. Our investigation was motivated by the following work on equations with integer coefficients.

(i) Pitman [16] and Schmidt [18, 19] considered the diagonal equation, $a_1x_1^k + \cdots + a_sx_s^k = 0$ and obtained bounds in terms of the integer coefficients, $a_1, \ldots, a_s$ for nontrivial small integer solutions, $x_1, \ldots, x_s$;

(ii) Baker [1] considered the ternary equation, $a_1p_1 + a_2p_2 + a_3p_3 = b$ and obtained a bound in terms of the integer coefficients, $a_1, a_2, a_3$ for small prime solutions, $p_1, p_2, p_3$. Recent developments on Baker’s problem show some interesting effects of these coefficients (see Section 2 in [12] for the relations with Linnik’s theorem and the Linnik constant).

Following their direction, we shall consider the representations in Theorems BPP-Z and P with integer coefficients $a_1$ and $a_2$ and obtain the best forms of lower bounds in terms of $a_1, a_2$ for $X$.

Assume $k \geq 2$ is a fixed integer and $a_1, a_2$ are any integers satisfying

$$a_1a_2 \neq 0, \quad \max\{a_1, a_2\} \geq 1 \quad \text{and} \quad \gcd(a_1, a_2) := (a_1, a_2) = 1.$$  

For $q \in \mathbb{N}$ define

$$\begin{align*}
N_1(q) &:= \text{Card} \{(n_1, n_2) \in \mathbb{N}^2 : n_1, n_2 \leq q, (n_1, q) = 1 \text{ and } a_1n_1 + a_2n_2^k \equiv b \pmod{q}\}, \\
N_2(q) &:= \text{Card} \{(n_1, n_2) \in \mathbb{N}^2 : n_i \leq q, (n_i, q) = 1, i = 1, 2 \text{ and } a_1n_1 + a_2n_2^k \equiv b \pmod{q}\}, \\
N_3(q) &:= \text{Card} \{(n_1, n_2) \in \mathbb{N}^2 : n_1, n_2 \leq q, (n_1, q) = 1 \text{ and } a_1n_1 + a_2P(n_2) \equiv b \pmod{q}\},
\end{align*}$$

where $P(x) = x^2 + d_1x + d_2$ with $d_1$ and $d_2$ being any integers. The
method applied in most work in this field is the Hardy-Littlewood method (or the circle method) and hence, by the nature of this method, we shall restrict our attention to those \( b \in \mathbb{N} \) satisfying the condition of congruent solvability,

\[
N_j(q) \geq 1 \quad \text{for each } q \in \mathbb{N}.
\]

For \( X > 1 \), and \( j = 1, 2, 3 \) define

\[
W_j(X) := \{ b \in \mathbb{N} : b \leq X \text{ and (1.3) holds} \}
\]

and

\[
\begin{align*}
E_1(X) & := \{ b \in W_1(X) : b = a_1 p + a_2 n^k \text{ is insolvable for } p \text{ prime and } n \in N \}, \\
E_2(X) & := \{ b \in W_2(X) : b = a_1 p_1 + a_2 p_2^k \text{ is insolvable for } p_1 \\
& \quad \text{and } p_2 \text{ prime} \}, \\
E_3(X) & := \{ b \in W_3(X) : b = a_1 p + a_2 P(n) \text{ is insolvable for } p \text{ prime,} \\
& \quad \text{and } n \in N \}.
\end{align*}
\]

We shall obtain the following bounds on the cardinality of the exceptional sets \( E_j(X) \).

**Theorem 1.** There exist positive effectively computable constants \( A \) and \( \theta < 1 \) depending on \( k \) only such that

\[
\text{Card } E_1(X) \leq X^\theta, \quad \text{Card } E_2(X) \leq X^\theta
\]

whenever \( X \geq \text{Max} \{3, |a_1|, |a_2| \}^A \). When \( k = 2 \) and \( X \geq \text{Max} \{3, |a_1|, |a_2|, |d_1|, |d_2| \}^A \), we have

\[
\text{Card } E_3(X) \leq X^\theta.
\]

The following (Theorem 2) guarantees that there are many elements in \( W_j(X) \) so that the bounds in Theorem 1 are nontrivial. Let \( \omega(a) \) be the number of prime divisors of the integer \( a \).
Theorem 2. We have

\[ \text{Card } W_1(X) \geq \text{Card } W_2(X) \]

\[ \gg X \exp(-\omega(a_1) \log k)(\log \log(3|a_1a_2|))^{-1} \]

where the implied constant in \( \gg \) is effectively computable and depends on \( k \) only. The above inequality also holds for \( \text{Card } W_3(X) \) when \( k = 2 \).

Remark 1. The results on \( \text{Card } E_1 \) and \( \text{Card } E_2 \) in Theorem 1 contain Theorem BPP-Z and Theorem P, and the results on \( \text{Card } E_1 \) (when \( k = 2 \)) and \( \text{Card } E_3 \) in Theorem 1 relate to Conjecture (I).

Proof. For any prime power \( p^a \) and any pair \( (n_1, n_2) \in \mathbb{N}^2 \) with \( n_1, n_2 \leq p^a \), we have that \( p \nmid n_1 \) and \( n_1 + a_2 n_2 \equiv b (mod \ p^a) \) if and only if \( a_2 n_2 \equiv b (mod \ p) \) and \( n_1 \equiv b - a_2 n_2 (mod \ p^a) \). So if \( a_1 = 1 \), then

\[
N_1(p^a) = \text{Card } \{ (n_1, n_2) \in \mathbb{N}^2 : n_1, n_2 \leq p^a, p \nmid n_1 \text{ and } n_1 + a_2 n_2 \equiv b (mod \ p^a) \}
\]

\[
= \text{Card } \{ n_2 \in \mathbb{N} : n_2 \leq p^a \text{ and } a_2 n_2 \equiv b (mod \ p) \}
\]

\[
\begin{cases}
0 & \text{if } p|(a_2, b), \\
= p^a - p^a - 1(k, p - 1) & \text{if } p|(a_2 b) \text{ and } a_2^{-1}b \text{ is a } k\text{-th power residue modulo } p, \\
\geq \phi(p^a) & \text{otherwise} \\
\geq 1 & \text{whenever } p \nmid (a_2, b).
\end{cases}
\]  

(1.6)

Here \( \phi \) denotes the Euler totient function and \( a^{-1} \) denotes the inverse of the integer \( a \) modulo \( p \). Hence, by the multiplicativity of \( N_1(q) \) (which has a proof similar to that of Lemma 3.2 in [11], cf. Lemma 4.2 below), we have

(1.7) \( N_1(q) \geq 1 \) holds for all \( q \in \mathbb{N} \) whenever \( (a_2, b) = 1 \) and \( a_1 = 1 \).

Set \( a_1 = 1 = a_2 \). Then \( W_1(X) = \{ b \in \mathbb{N} : b \leq X \} \) and hence the set \( E_1(X) \) in (1.5) becomes the set in Theorem BPP-Z. So our result for \( E_1(X) \) in Theorem 1 contains Theorem BPP-Z.
Proof. For \( a_1 = 1 \) and for given \( a_2 \) and \( b \) with \((a_2, b) = 1\), we can obtain expressions for \( N_{\alpha}(p^n) \) similar to those in (1.6); one needs only to replace the only \( p^n \) in (1.6) by \( \phi(p^n) \). In particular, \( N_{\alpha}(p^n) = \phi(p^n) - p^{n-1}(k, p - 1) \) if \( p \nmid a_2 b \) and \( a_2^{-1} b \) is a \( k \)th power residue modulo \( p \). Then \( N_{\alpha}(p^n) = 0 \) implies \((k, p - 1) = p - 1, \ p \nmid a_2 b \) and \( a_2^{-1} b \equiv x^k \) (mod \( p \)) for some \( x \), and hence \( \phi(p)|k; \ p \nmid a_2 b \) and \( p|a_2^{-1} b - 1 \). So, if \( a_1 = a_2 = 1 \), and \( b \) satisfies \((b - 1, \prod_{(p - 1) \mid k} p) = 1 \) then (1.3) holds for \( j = 2 \). Therefore, when \( a_1 = a_2 = 2 \), the set \( E_2(X) \) in (1.5) contains the set of \( b \) in Theorem P. So our result for \( E_2(X) \) in Theorem 1 contains Theorem P.

If we set \( a_1 = 1 \) and \( a_2 = 2 \), then the \( b \) in the set \( E_1(X) \) are odd, since \((a_2, b) = 1 \) in (1.7). Then our result for \( E_1(X) \) in Theorem 1 pertains not only to (H) and (L), but also (I). Furthermore, when \( k = 2 \) and \( d_1 = d_2 = 0 \) (in \( P(x) \)), we have \( E_3(X) = E_1(X) \). So our result for \( E_3(X) \) in Theorem 1 concerns (H) and (I), too. \( \square \)

Remark 2. The constant \( A \) in Theorem 1 must be larger than 1, and so the forms of the lower bounds in the conditions \( X \geq \max \{ 3, |a_1|, |a_2| \} \) and \( X \geq \max \{ |a_1|, |a_2|, |d_1|, |d_2| \} \) in Theorem 1 are the best possible if we are not concerned with the exact value of each constant \( A \).

Proof. We first consider \( E_1(X) \). Suppose the constant \( A \leq 1 \). Let \( a_1 = 1 \), \( a_2 \geq 3 \) and put \( X = a_2 (\geq \max \{ 3, a_1, a_2 \} A) \). Then, for each \( b \) with \( 1 \leq b \leq X \), the equation \( b = p + a_2 n^k \) is obviously insolvable for prime \( p \) and \( n \in \mathbb{N} \) and so \( E_1(X) = W_1(X) \). On the other hand, by (1.7) we have \( \text{Card} W_1(X) \geq \phi(a_2) = \phi(X) \). It follows that \( \text{Card} E_1(X) \gg X/\log \log X > X^\theta \) for any given \( \theta \) with \( 0 < \theta < 1 \), if \( a_2 \) is large. So we must have \( A > 1 \). The same argument works for \( E_2(X), \) since we may consider \( d_1 = d_2 = 0 \). And a similar argument works for \( E_2(X) \) as well. \( \square \)

The method applied in the proof of Theorem 1 is the Hardy-Littlewood method with an application of Gallagher’s theorem (5, Theorem 6) (see also [21, (3.7)]) on the density estimate of zeros of \( L \)-functions. In the proof, we shall consider the existence of the Siegel zeros (cf. (i) in [2, p. 348] and Lemma 3.1 in [24]). However, we need not consider the \( P_2 \)-excluded zeros which played an important role in
2 and [24] (see (iii) and (iv) in [2, p. 348] and [24, p. 403]). Therefore, in principle, our proof is simpler than, and different from, [2] and [24]. On the other hand, our proof is along the same lines as [10, 11] and [9] (which are developed from [15] and [22, Section 8.6]) but with a number of technical differences.

In our proof, the “second main term” caused by the possible existence of the Siegel zeros appears in $M_3$ (see (6.1) below). As in the previous works [9, 10, 11], we obtain an asymptotic form for $M_3$ in our Lemma 6.2(a) and absorb efficiently the effect due to $M_3$ by the “major main term,” $M_1$, in the proof of our Lemma 6.3. In Lemma 6.4, the $M_2$ in (6.1) is estimated with the essential help of Gallagher’s theorem in the form of our Lemma 3.1 below. We can compensate for the effect due to $M_2$ by $M_1 + M_3$ in (6.5), and hence prove our main results in Theorem 1 without considering the $P_2$-excluded zeros.

In order to demonstrate in detail how we can prove Theorem 1 without considering the $P_2$-excluded zeros and also, in the interest of clarity, we shall present all the essential lemmas which we have to apply. On the other hand, we shall omit the proofs for many of these lemmas when they can be proved by arguments similar to those employed in our previous works [10, 11] and [9] (although there are, in fact, some technical differences).

The proof for the upper bound of Card $E_2(X)$ in Theorem 1 is similar to (but more complicated than) the proofs for Card $E_j(X)$, $j = 1, 3$. Therefore, in Sections 2–6 we shall only consider $E_2(X)$. In Section 7, we shall give a proof for the lower bound of Card $W_2(X)$ in Theorem 2. Some remarks on our proofs of Theorems 1 and 2 for the cases $j = 1$ and 3 will be given in Section 8.

2. The unit interval’s dissection and the minor arcs. Let $X > 1$ be a large number such that

\[ X \geq B^{\exp(\delta^{-1})}, \quad \text{where} \quad B := \max \{3, |a_1|, |a_2| \} \]

and $\delta (< 1)$ is a small computable positive constant depending on $k$ only, and define

\[ N := 2X, \]

(2.2)

\[ Q := N^\delta, \quad T := N^{\sqrt{\delta}}, \quad L := NQ^{-\xi/16}, \quad \text{where} \quad \xi := 4^{-k}, \]

(2.3)
and

\[ \tau := N^{-1}T^{1/4}. \]

Then \( Q < T < L < N \) and, by (2.1),

\[ Q^\delta \geq B \]

for \( \delta \) small enough. Let \( k_1 = 1 \) and \( k_2 = k \geq 2 \). For \( j = 1, 2 \), we write

\[ L_j := L^{1/k_j} \quad \text{and} \quad N_j := N^{1/k_j}. \]

In the following, unless specified otherwise, the constants \( c_1, c_2, \ldots \)
and the implied constants in the symbols \( \ll, \gg \) and \( O \) are effectively computable, positive and depend at most on \( \delta \) and \( k \).

We shall use \( \chi \pmod{q} \) and \( \chi_0 \pmod{q} \) to denote a Dirichlet character and the principal character modulo \( q \), respectively. For any real \( y \) and any positive integer \( q \), we write \( e(y) \) for \( e^{2\pi i y} \) and \( e_q(y) \) for \( e(y/q) \). For \( j = 1, 2 \), and any character \( \chi \pmod{q} \), define

\[ S_j(y) := \sum_{L_j < p \leq N_j} \left( \log p \right) e(p^{b_j} y) \quad \text{and} \quad S_j(\chi, y) := \sum_{L_j < p \leq N_j} \chi(p) \left( \log p \right) e(p^{b_j} y). \]

For any integers \( h, q \) such that \( (h, q) = 1, 1 \leq h \leq q \leq Q \), let \( m(h, q) := [(h - \tau)/q, (h + \tau)/q] \). These intervals are mutually disjoint and all lie in \([\tau, 1 + \tau]\). We call the intervals \( m(h, q) \) the major arcs. The union of the major arcs is denoted by \( \mathcal{M} \) and its complement with respect to \([\tau, 1 + \tau]\) is called the minor arcs, which is denoted by \( \mathcal{M}' := [\tau, 1 + \tau] \setminus \mathcal{M} \). Let

\[ I(b) := \int_{\tau}^{1+\tau} e(-bx)S_1(a_1x)S_2(a_2x) \, dx. \]

Then we can write

\[ I(b) = \left( \int_{\mathcal{M}} + \int_{\mathcal{M}'} \right) e(-bx)S_1(a_1x)S_2(a_2x) \, dx := I_1(b) + I_2(b). \]
Lemma 2.1. We have

$$|I_2(b)| < N^{1/k} Q^{-\xi / 2}$$

except for at most \(X Q^{-\xi / 4}\) values of \(b\) where \(\xi = 4^{-k}\).

Proof Following the same arguments as in the proof of Lemma 7.1 [10, cf. (7.5)], with the help of Theorem 1 in [7] we can obtain, for \(k \geq 2\), \(S_2(a_2x) \ll N^{1/k} Q^{-\xi / 4}\). Then by Parseval’s identity,

$$\sum_{b = -\infty}^{\infty} |I_2(b)|^2 \leq \sup_{x \in \mathbb{M}^*} |S_2(a_2x)|^2 \int_{\mathbb{M}^*} |S_1(a_1x)|^2 \, dx \ll N^{1+(2/k)} Q^{-\xi / 2} \log N. \quad \Box$$

3. Lemmas for the major arcs and a simplification of \(I_1(b)\).

In this section, we convert the integral on major arcs, \(I_1(b)\), to a simpler form so that we can obtain a useful lower bound for it in Section 6. To do this, we need the following well-known results on the exceptional zeros and zero-free regions of the Dirichlet \(L\)-functions \(L(s, \chi)\).

It is known [3, p. 96] that there exists a small absolute constant \(c_1 (< 1/2)\) such that for any \(T > 1\), \(L(\sigma + it, \chi) \neq 0\) whenever

$$\sigma > 1 - \frac{c_1}{\log T}, \quad |t| \leq T$$

for all primitive characters \(\chi (\mod q)\), \(q \leq T\), with the possible exception of at most one real primitive character \(\bar{\chi} (\mod \tilde{\rho})\). If it exists, \(L(s, \bar{\chi})\) has exactly one zero \(\tilde{\beta}\), called the exceptional zero (the Siegel zero), which is real, simple and satisfies

$$\frac{c_2}{\tilde{\rho}^{1/2} \log^2 \tilde{\rho}} \leq 1 - \tilde{\beta} \leq \frac{c_1}{\log T}, \quad (3.1)$$

for some absolute constant \(c_2 > 0\). Moreover, if \(\tilde{\beta}\) exists, the zero-free region can be widened [5, p. 336].

For \(j = 1, 2\), any real \(y\) and any \(\chi (\mod q)\) with \(q \leq T\), we define

$$I_j(y) := \int_{L_j}^{N_j} e(x^b y) \, dx, \quad \tilde{I}_j(y) := \int_{L_j}^{N_j} x^{\tilde{\beta}-1} e(x^b y) \, dx$$
and
\[ I_j(x, y) := \sum_{|\gamma| \leq T} \int_{L_j} x^{\rho - 1} e(x^\gamma y) \, dx, \]
where \( \sum_{|\gamma| \leq T} \) denotes the summation over all the zeros \( \rho = \beta + i\gamma \) of \( L(s, \chi) \) in the region \( 1/2 \leq \beta < 1 \), excluding \( \tilde{\beta} \).

**Lemma 3.1.** There is a constant \( c_3 > 0 \) such that for any real \( y \geq N^{1/2k} \) and any \( \delta > 0 \), we have
\[ \sum_{q \leq T} \sum_{\chi \mod q} y^{\beta - 1} \ll \Omega^2 \exp(-c_3/\sqrt{\delta}), \]
where \( \sum_{\chi \mod q} \) is the summation over all primitive characters \( \chi \mod q \), and
\[
\Omega := \begin{cases} 
(1 - \tilde{\beta}) \log T \quad (\leq c_1) & \text{if } \tilde{\beta} \text{ exists,} \\
1 & \text{otherwise.} 
\end{cases}
\]

Here \( c_3 \) depends on \( k \) only while the implied constant in \( \ll \) is absolute.

**Proof.** This can be proved by the same argument as in the proof of Lemma 2.1 in [10]. The proof depends essentially on Gallagher’s theorem [5, Theorem 6]. \( \square \)

Lemma 3.1 is applied mainly to the proof of Lemma 6.4 below.

For any character \( \chi \mod q \) and any integer \( m \), let
\[
(3.3) \quad C(\chi, q, m, k) := \sum_{l=1}^{q} \chi(l) c_q(l^h m),
\]

\[
(3.4) \quad \begin{cases} 
H_j(h, q, \eta) := C(\chi_0, q, a_j h, k_j) I_j(a_j \eta) \\
-\delta_q C(\bar{\chi} \chi_0, q, a_j h, k_j) \tilde{I}_j(a_j \eta) - G_j(h, q, \eta),
\end{cases}
\]
where
\[
G_j(h, q, \eta) := \sum_{\chi \mod q} C(\bar{\chi}, q, a_j h, k_j) I_j(\chi, a_j \eta)
\]
and

\begin{equation}
\delta_q := \begin{cases}
1 & \text{if } \tilde{\chi} \text{ (mod } \hat{\tau}) \text{ exists and } \hat{\tau} \mid q, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

By the same arguments as used in [10, Section 3], we can generalize all the results in Lemma 3.1 through Corollary 3.4 of [10] to any \(k_2 \geq 2\). As in the proof of Lemma 3.3 in [10] we need our above Lemma 3.1 for the generalization. In particular, by a method similar to the proof of Lemma 3.3 in [10], we can prove that

\[ I_2(a \eta), \quad \tilde{I}_2(a \eta), \quad I_2(x, a \eta) \ll N^{1/k} (L |a \eta|)^{-1/2} \]

if \(|\eta| > \tau/q\), and that

\[ \int_{-\infty}^{\infty} |E_\ell|^2 \, d\eta \ll \phi(q)^2 N^2 L^{-1} \log N \]

where \(E_\ell (\ell = 1, 2)\) is either

\[ C(\chi, q, a \eta, k) I_j(a \eta) \quad \text{or} \quad -\delta_q C(\tilde{\chi}, q, a \eta, k) \tilde{I}_j(a \eta) \]

or

\[ -C(\chi, q, a \eta, k) I_j(\chi, a \eta). \]

Following the same arguments as employed in deriving (3.15) in [10], we can prove

\begin{equation}
\mathcal{I}_1(b) = \sum_{\ell \leq Q} \phi(q)^{-2} \sum_{(h, q) \equiv 1} \epsilon_q(-bh) \times \int_{-\tau/q}^{\tau/q} e(-b\eta) H_1(h, q, \eta) \, d\eta + O(N^{1/k} Q^{-1}).
\end{equation}

The next step is to extend the range of the integration in (3.6) to \(( -\infty, \infty \)). Note that the product \(H_1(h, q, \eta) H_2(h, q, \eta)\) is a sum of at most \((\phi(q) + 2)^2\) terms, each of the form \(E_1 E_2\). Then,

\[ \int_{\mathbb{R} \setminus [-\tau/q, \tau/q]} |E_1 E_2|^2 \, d\eta \ll (\phi(q) N^{1/k} (L |a \eta|)^{-1/2})^2 \int_{-\infty}^{\infty} |E_1|^2 \, d\eta \ll N^{1+(2/k)} Q^{-1}. \]
For the last $\ll$, we also need (2.3) and (2.4). Thus by Parseval’s identity,

$$
\left| \int_{\mathbb{R} \setminus [-\gamma/q, \gamma/q]} e(-b\eta) E_1 E_2 \, d\eta \right| < N^{1/k} Q^{-3}
$$

except for at most $\ll N Q^{-6}$ values of $b$. Therefore when the integration
in (3.6) is extended to $(-\infty, \infty)$, the total error induced is

$$
\ll \sum_{q \leq Q} \phi(q)^{-2} \phi(q) (\phi(q) + 2)^2 N^{1/k} Q^{-3} \ll N^{1/k} Q^{-1}
$$

except for at most $\sum_{q \leq Q} \phi(q) (\phi(q) + 2)^2 N Q^{-6} \leq 9N Q^{-2} < X Q^{-1}$
values of $b$ (by (2.2)). Hence, in view of (3.6), we have

$$
I_1(b) = \sum_{q \leq Q} \phi(q)^{-2} \sum_{(h,q) = 1} e(-bh)
$$

$$
\times \int_{-\infty}^{\infty} e(-b\eta) H_1(h,q,\eta) H_2(h,q,\eta) \, d\eta
$$

$$
+ O\left(N^{1/k} Q^{-1}\right) \quad \text{except for at most } X Q^{-1} \text{ values of } b.
$$

We shall use (3.7) to obtain a lower bound for $I_1(b)$ in Section 6. By
this bound, (2.8) and the upper bound for $I_2(b)$ in Lemma 2.1, we shall
prove Card $E_2(X) \leq X^{6}$ in Section 6.

4. Lemmas for the singular series and the singular integral. We are going to present some preliminary lemmas for the singular series
$\sum A(q)$ (see (4.3)) and the singular integral (see Lemma 4.6).

We use $\text{ord}_p(n)$ to denote the largest integer $\omega$ such that $p^\omega \mid n$. For
any prime $p$, we denote

$$
\tau_p := \text{ord}_p(k) + 1 \quad \text{and} \quad \theta_p := 1 + [2/p]
$$

where $[x]$ is the largest integer not exceeding $x$. For any characters
$\chi_1, \chi_2 \pmod q$, define

$$
\tau_p := \text{ord}_p(k) + 1 \quad \text{and} \quad \theta_p := 1 + [2/p]
$$

where $[x]$ is the largest integer not exceeding $x$. For any characters
$\chi_1, \chi_2 \pmod q$, define
\[
\begin{aligned}
Z(q) := Z(q; \chi_1, \chi_2) := \sum_{(h,q)=1} F(h) \\
Y(q) := Y(q; \chi_1, \chi_2) := \sum_{h=1}^{q} F(h),
\end{aligned}
\]

where \( F(h) = e_q(-bh) \prod_{j=1}^{2} C(\chi_j, q, a_j h, k_j) \). Put
\[
A(q) := \phi(q)^{-2} Z(q; \chi_0, \chi_0).
\]

Following the same arguments as those employed in proving Lemma 3.1 through Corollary 3.5, and Lemma 3.9 in [11], we can prove the following Lemmas 4.1 through 4.6, except for Lemma 4.1(b) and Lemma 4.3(b). So here we shall only provide a brief proof for these two parts of the lemmas.

**Lemma 4.1.** Let \( \chi \ (\text{mod} \ p^a) \) be any character with \( \alpha \geq 0 \). We have

(a) \( C(\chi, p^a, m, k) = 0 \) if \( \chi \) is primitive, \( \alpha \geq 1 \) and \( p \mid m \);

(b) \( C(\chi \chi_0, p^t, m, k) = 0 \) if \( \chi_0 \) is modulo \( p^t \), \( p \nmid m \) with \( t \geq \tau_p + \text{Max} \{ \theta_p, \alpha \} \);

(c) \( |C(\chi, p^a, m, k)| \leq (k, \phi(p^a))(2, p)(m, p^a)^{1/2}p^\alpha/2 \).

Lemma 4.1 is applied in the proofs of Lemma 4.3(a) and (b), and Lemma 4.4(a) and (b).

**Lemma 4.2.** \( Z(q), Y(q), N_2(q) \) and \( A(q) \) are multiplicative functions of \( q \).

**Lemma 4.3.** For any \( \chi_1, \chi_2 \) (mod \( q \)) with \( q \leq X \), we have

(a) \( Z(q; \chi_1, \chi_2) \ll \phi(q)qB \);

(b) \( \sum_{\alpha \leq X} |Z(q; \chi_1, \chi_2)| \ll X \phi(q)^{1/2}qB \).

**Lemma 4.4.** For \( j = 1, 2 \), let \( \chi_j \) (mod \( p^a \)) be primitive characters and \( \alpha = \text{Max} \{ \alpha_1, \alpha_2 \} \). For any \( t \geq \alpha \), let \( Z(p^t) = Z(p^t; \chi_1 \chi_0, \chi_2 \chi_0) \) and \( Y(p^t) = Y(p^t; \chi_1 \chi_0, \chi_2 \chi_0) \) where \( \chi_0 \) is of modulus \( p^t \). We have
(a) $Z(p^n) = Y(p^n)$;
(b) $Z(p^t) = 0$ if $t \geq \tau_p + \text{Max} \{\theta_p, \alpha\}$;
(c) $\sum_{\eta=0}^{\eta=\alpha} \phi(p^\eta)^{-2} Z(p^\eta) = \phi(p^\eta)^{-2} Y(p^\eta)$ for any $\eta \geq \alpha \geq 0$.

**Corollary 4.5.** (a) $A(p^t) = 0$ for $t \geq \tau_p + \theta_p$;
(b) $p^t \phi(p^t)^{-2} N_2(p^t) = p^{\tau_p + \theta_p - 1} \phi(p^{\tau_p + \theta_p - 1})^{-2} N_2(p^{\tau_p + \theta_p - 1})$ for $t \geq \tau_p + \theta_p - 1$.

**Lemma 4.6.** (a) For any complex numbers $\rho_j$ with $0 < \text{Re} \rho_j \leq 1$, $j = 1, 2$, we have

\[
\int_{-\infty}^{\infty} e(-b\eta) \prod_{j=1}^{N_j} \left( \int_{L_j} x^{\rho_j} \frac{1}{\eta} e(a_j \eta x^{k_j}) \, dx \right) \, d\eta = N^{1/k} (k|a_2|)^{-1} \int_{D} x_2^{-1+(1/k)} \prod_{j=1}^{2} (N x_j)^{(\rho_j - 1)/k_j} \, dx_1,
\]

where $x_2 = (b N^{-1} - a_1 x_1) a_2^{-1}$ and $D = \{x_1 : L/N \leq x_1, x_2 \leq 1\}$.

(b) We have $\int_{D} x_2^{-1+(1/k)} \, dx_1 \gg Q^{-\xi/16}$ for all $b$ such that $3BL \leq b \leq X$, where $\xi = 4^{-k}$.

We now give a proof for Lemma 4.1(b) and Lemma 4.3(b).

**Proof of Lemma 4.1(b).** For $1 \leq l \leq p^t$, let $l = u + v p^{\tau_p}$. Write $q = p^{\tau_p} - 1$. Then by $t \geq \tau_p + \theta_p$ and repeated application of Lemma 5.2 in [8] we have $l^q \equiv u^q + v q^{\tau_p - 1} p^{\tau_p} \pmod{p^t}$. By raising both sides of the congruence to the power of $k/q$, we get $l^k \equiv u^k + k u^{k-1} v p^{\tau_p} \pmod{p^t}$. Using this and $t \geq \tau_p + \alpha$, \[
C(\chi x_\alpha, p^t, m, k) = \sum_{(u, p^t - \tau_p) = 1} \chi(u) e(u^k m / p^t) \\
\times \sum_{v=0}^{p^\tau_p - 1} e(kv^{k-1} m / p^{\tau_p}) = 0
\]
since the last inner sum vanishes. $\Box$
Proof of Lemma 4.3(b). By (4.2) and Lemma 4.1(c),
\[
\sum_{b=1}^{q} |Z(q; \chi_1, \chi_2)|^2 = \sum_{(h,q)=1}^{q} \prod_{j=1}^{2} |C(\chi_j, q, a_j h, k_j)|^2 \ll \phi(q)q^2 B^2.
\]
The lemma follows by applying the Cauchy-Schwarz inequality. □

For any \( p \), we define
\[
(4.5) \quad s(p) := p^{\tau_p + \theta_p - 1} \phi(p^{\tau_p + \theta_p - 1})^{-2} N_2(p^{\tau_p + \theta_p - 1}).
\]

By (1.2) and (4.2) we have \( q^{-1} Y(q; \chi_o, \chi_o) = N_2(q) \). Then, in view of Lemma 4.4(c) with \( \alpha = 0 \) and (4.3), we have
\[
(4.6) \quad s(p) = 1 + A(p) + \cdots + A(p^{\tau_p + \theta_p - 1}).
\]

5. Lemmas for the transition from singular series to singular products. The principal difficulty in treating the singular series arises from the fact that \( \sum_{q=1}^{\infty} |A(q)| \) is not convergent in general. We shall apply the techniques in \([22, Section 8.6]\) to overcome the difficulty by approximating the singular series by a finite product in Lemma 5.5(b) below.

Let
\[
R_p(m) := \sum_{l=1}^{p-1} \epsilon_p(l m), \quad \tau(\chi) := \sum_{l=1}^{q} \chi(l) \epsilon_q(l)
\]
and
\[
A_p := \{ \chi \pmod{p} : \chi^k = \chi_o, \ \chi \neq \chi_o \}.
\]
For each \( \chi \in A_p \), let
\[
g(\chi) := \phi(p)^{-2} R_p(a_1) \tau(\chi) \tau(\overline{\chi}) \chi(-1) \overline{\chi}(a_2)
\]
and
\[
g_p := \phi(p)^{-2} R_p(a_1) R_p(a_2).
\]
Using techniques similar to those used in the proofs of Lemmas 6.2 through 6.6 in \([9]\) we can prove the following Lemmas 5.1 through 5.4.
Lemma 5.1. We have
\[ A(p) = \sum_{\chi \in \mathcal{A}_p} g(\chi)\chi(b) + g_p R_p(b). \]

This lemma is used in the proofs of Lemmas 5.2 and 5.4. In the proof of our Lemma 5.1, we need Lemma 4.3 in [22].

Lemma 5.2. (a)
\[ |g(\chi)| \leq \begin{cases} 
2(p - 1)^{-1} & \text{if } p \nmid a_1, \\
2 & \text{if } p \mid a_1,
\end{cases} \]
for any \( \chi \in \mathcal{A}_p \);

\[ |g_p| \leq \begin{cases} 
(p - 1)^{-2} & \text{if } p \nmid a_1a_2, \\
(p - 1)^{-1} & \text{if } p \mid a_1a_2.
\end{cases} \]

(b)
\[ |A(p)| \leq \begin{cases} 
4kp^{-1} & \text{if } p \nmid a_1a_2, \\
2k & \text{if } p \mid a_1a_2.
\end{cases} \]

Lemma 5.2(a) is applied in the proof of Lemma 5.4.

Lemma 5.3.
(a) For any \( U \geq 1 \),
\[ \sum_{q \leq U} |A(q)| \ll U^{\xi/64} B^2 \quad \text{where} \quad \xi = 4^{-k}. \]

(b) Assume (1.3) for \( j = 1, 2 \). Then
\[ \prod_{p \leq Q} s(p) \gg (\log Q)^{-4k} B^{-2}. \]
Lemma 5.4. For any given $U$ with $1 \leq U \leq Q$ and any positive integer $r$, we have

$$\sum_{b \leq X} \prod_{p \mid r} s(p) - \sum_{\substack{q \leq U \cr (q,r) = 1}} A(q) \ll Xu^{-1/3}Q^{\xi/64}. $$

This implies that

$$\sum_{\substack{q \leq U \cr (q,r) = 1}} A(q) = \prod_{p \mid q} s(p) + O(U^{-1/3}Q^{3\xi/64}), $$

except for at most $XQ^{-\xi/32}$ values of $b$ with $1 \leq b \leq X$.

For $r \geq 1$, define

$$\sigma := \sigma(r) := \prod_{p \mid r} p^{\beta_p},$$

where $\beta_p := \tau_p + \max \{ \theta_p, \text{ord}_p(r) \} - \text{ord}_p(r) - 1$, and $\tau_p$ and $\theta_p$ are defined as in (4.1). Note that for any $p \mid r$, if $p \nmid 2k$ then $\tau_p = 1 = \theta_p$ and $\beta_p = 0$. Hence, $p \mid \sigma$ implies $p \mid 2k$ and $\beta_p \leq \tau_p + \theta_p - 1 \leq 2\text{ord}_p(2k)$. Thus

$$\sigma \text{ divides } \prod_{p \mid 2k} p^{2\text{ord}_p(2k)} = 4k^2.$$  

Lemma 5.5. Let $\chi_j \ (\text{mod } r_j)$, $j = 1, 2$, be primitive characters and $r = [r_1, r_2] \leq Q$. Let $\xi = 4^{-k}$. Then

(a) $$\sum_{b \leq X} \left| \sum_{q \leq Q \atop r \mid q} \phi(q)^{-2} Z(q) \right| \ll Xr^{-1/2}Q^{\xi/64}B^3,$$
(b)  
\[
\sum_{b \leq X} \sum_{q \leq Q \atop r \mid q} \phi(q)^{-2} Z(q) - \phi(\sigma r)^{-2} Y(\sigma r) \prod_{p \leq Q \atop p \nmid r} s(p) \ll X Q^{-(1/5) + (\xi/32)} B.
\]

The implied constants in the above \( \ll \) depend on \( k \) only.

Proof. (a) For any \( q \) divisible by \( r \), we write \( q = q'q'' \) such that \( (q'', r) = 1 \) and every prime factor in \( q' \) divides \( r \). Then by Lemma 4.2 and (4.3),

\[
\sum_{q \leq Q \atop r \mid q} \phi(q)^{-2} Z(q) = \sum_{q' \leq Q} \phi(q')^{-2} Z(q') \sum_{q'' \leq Q/q' \atop (q'', r) = 1} A(q'').
\]

For \( j = 1, 2 \), write \( \chi_j (\mod r_j) = \prod p^{\tau_j} \chi_{j,p} \mod p^{\tau_j} \). Then each \( \chi_{j,p} \) is primitive. By Lemma 4.4 (a) and (b), we see that

\[
Z(p^{\text{ord}_p(r')}; \chi_{1,p} \chi_o, \chi_{2,p} \chi_o) = Y(p^{\text{ord}_p(r')}; \chi_{1,p} \chi_o, \chi_{2,p} \chi_o)
\]

and

\[
Z(p^{\text{ord}_p(q')}) \neq 0 \quad \text{implies} \quad \text{ord}_p(q') \leq \tau_p + \max \{ \theta_p, \text{ord}_p(r) \} - 1 = \beta_p + \text{ord}_p(r).
\]

Thus by writing \( r = r'r'' \) such that \( (r'', 2k) = 1 \) and every prime factor in \( r' \) divides \( 2k \), and by Lemma 4.2, we have

\[
Z(r^r) = Y(r'^r).
\]

And by (5.1), we have \( Z(q') \neq 0 \) implies \( q' \mid \sigma r \) (i.e., \( \text{ord}_p(q') \leq \beta_p + \text{ord}_p(r) \) for all \( p \mid q' \)). Since \( r \mid q' \), we conclude from this that

\[
Z(q') \neq 0 \quad \text{implies} \quad q' = ur \quad \text{for some} \ u \mid \sigma.
\]

Thus

\[
\sum_{q \leq \sigma r \atop r \mid q} \phi(q')^{-2} Z(q') = \sum_{u \mid \sigma} \phi(u)^{-2} Z(u r).
\]
Recalling the definition of \( r' \), and by Lemma 4.2 and \((u, r'') = 1 \) (by (5.2)), we see that (5.5), (5.4) and (5.1) give
\[
\sum_{q' \leq \sigma r \atop r \mid q'} \phi(q')^{-2} Z(q') = \sum_{u \mid \sigma} \phi(ur')^{-2} Z(ur') \phi(r'')^{-2} Y(r'')
\]
\[
= \prod_{\beta \mid p | r'}^{\beta \text{ is ord in } \mu} \left( \sum_{\nu \text{ is ord in } \mu} \phi(p^\nu r') \phi(r'')^{-2} Y(r'') \right).
\]
By Lemma 4.4(c), the last product over \( p | r' \) is
\[
\prod_{\beta \mid p | r'}^{\beta \text{ is ord in } \mu} \phi(p^\beta r')^{-2} Y(p^\beta r') = \phi(\sigma r')^{-2} Y(\sigma r').
\]
Hence, by Lemma 4.2, we have
\[
(5.7) \quad \sum_{q' \leq \sigma r \atop r \mid q'} \phi(q')^{-2} Z(q') = \phi(\sigma r)^{-2} Y(\sigma r).
\]
Note that \( \sigma \leq 4k^2 \) (by (5.2)) and then, if \( u | \sigma \), we have \( ur \leq 4k^2 Q \leq X \) (by (2.2) and (2.3)). By (5.5), (5.6), Lemma 4.3(b) (with \( ur \leq X \)) and \( \sigma \ll k^2 \), we have
\[
(5.8) \quad \sum_{b \leq X} \sum_{q' \leq Q \atop r \mid q'} \phi(q')^{-2} |Z(q')| \leq \sum_{b \leq X} \sum_{u | \sigma} \phi(ur)^{-2} |Z(ur)|
\]
\[
\ll Xr^{-1/2 + [\xi/64]} B.
\]
Hence by (5.3), Lemma 5.3(a), (5.8) and \( r \leq \sigma' \), we have
\[
\sum_{b \leq X} \left| \sum_{q' \leq Q} \phi(q')^{-2} Z(q) \right| \ll Xr^{-1/2} Q^{\xi/64} B^3.
\]
This proves part (a).

(b) We first consider \( r \leq Q^{2/5} \). Then by \( \sigma \leq 4k^2 \) we have \( \sigma r \leq Q \) since \( Q \) is large. Hence by (5.5) the condition \( q' \leq \sigma r \) in the sum in (5.7)
can be replaced by \( q' \leq Q \), and (5.7) holds for \( \sum_{q' \leq Q, r \mid q'} \phi(q')^{-2} Z(q') \), too. In this case, by (5.3), (5.7), (5.5), Lemmas 4.3(a) and 5.4, we have

\[
\sum_{b \leq X} \sum_{q' \leq Q, r \mid q'} \phi(q')^{-2} Z(q) - \phi(\sigma r)^{-2} Y(\sigma r) \prod_{q' \leq Q} s(p) \left| \sum_{q' \leq Q, r \mid q'} A(q'') - \prod_{q' \leq Q} s(p) \right|
\]

\[
= \sum_{b \leq X} \sum_{q' \leq Q, r \mid q'} \phi(q')^{-2} Z(q') \left( \sum_{q' \leq Q, r \mid q'} A(q'') - \prod_{q' \leq Q} s(p) \right)
\]

\[
\ll \sum_{b \leq X} \left( ur \right)^{\xi/32} B \sum_{q' \leq Q, r \mid q'} A(q'') - \prod_{q' \leq Q} s(p) \right| \sum_{q' \leq Q, r \mid q'} \left( \sum_{q' \leq Q, r \mid q'} A(q'') - \prod_{q' \leq Q} s(p) \right)
\]

\[
\ll \sum_{q' \leq Q, r \mid q'} \left( \sum_{q' \leq Q, r \mid q'} A(q'') - \prod_{q' \leq Q} s(p) \right) \ll XQ^{-\left(1/5 + \xi/32\right)} B
\]

which is \( \ll XQ^{-\left(1/5 + \xi/32\right)} B \) if \( r \leq Q^{2/5} \).

If \( r > Q^{2/5} \), by part (a), we have

\[
\sum_{b \leq X} \left| \sum_{q' \leq Q, r \mid q'} \phi(q')^{-2} Z(q) \right| \ll XQ^{-\left(1/5 + \xi/32\right)} B
\]

since \( B \leq Q^{\delta} \) (in (2.5)). Next, by (4.5) and \( \mathcal{N}_2(p^k) \leq \phi(p^k)^2 \) (by (1.2)), we have \( s(p) \leq \mu^{\nu_0} + \theta_{p} - 1 \). Furthermore, if \( p \nmid 2k \) then \( \tau_p = 1 = \theta_p \), and hence we have \( s(p) = 1 + A(p) \) by (4.6). Therefore, by Lemma 5.2(b), \( |A(p)| \leq \phi(p) \) (by (4.3)) and \( \tau_p + \theta_p - 1 \leq 2\text{ord}_p(2k) \), so

\[
\prod_{p \leq Q} s(p) = \prod_{p \leq Q} s(p) \prod_{p \leq 2k} s(p) \prod_{p \leq 2k} s(p)
\]

\[
\leq \prod_{p \leq Q} (1 + 4k p^{-1}) \prod_{p \leq 2k} \mu^{\nu_0} + \theta_{p} - 1
\]

\[
\ll (\log Q)^{4k} B^2.
\]
Hence, by (5.7), (5.6), Lemma 4.3(b), \( \sigma \leq 4k^2 \) and \( B \leq Q^\delta \), for \( r > Q^{2/5} \), we obtain

\[
\sum_{b \leq X} \left| \phi(\sigma r)^{-2} Y(\sigma r) \prod_{p \leq Q} s(p) \right| \leq \sum_{b \leq X} \sum_{u \mid r} \phi(ur)^{-1} Z(ur) \left| \prod_{p \leq Q} s(p) \right| \\
\ll \sum_{u \leq 4k^2} (ur)^{-\left((1/2) + (\xi/64)\right)} X B (\log Q)^4k B^2 \\
\ll XQ^{-(1/5) + (\xi/32)} B.
\]

Then part (b) remains valid in the case \( r > Q^{2/5} \). \( \square \)

6. The major arcs and the completion of the proof that Card \( E_2(X) \leq X^\theta \) in Theorem 1. In this section, we shall use the results in Sections 4 and 5 to obtain a lower bound (in Lemma 6.5) for \( I_1(b) \).

From (3.4), we see that \( H_1(h, q, \eta)H_2(h, q, \eta) \) is a sum of at most 9 terms which belong to 3 categories:

- \((T_1)\) the term \( \prod_{j=1}^{2} C(x_o, q, a_j h, k_j) I_j(a_j \eta); \)
- \((T_2)\) the 5 terms each of which has at least one \( G_j(h, q, \eta) \) as a factor;
- \((T_3)\) the remaining 3 terms.

For \( i = 1, 2, 3 \), let

\[
M_i := \sum_{q \leq Q} \phi(q)^{-2} \sum_{(h, q) = 1} \varepsilon_q(-bh) \int_{-\infty}^{\infty} e(-b \eta) \\
\times \{ \text{the sum of terms in } (T_i) \} \, d\eta.
\]

Note that each \( M_i \) is real and \( M_3 = 0 \) if \( \bar{\beta} \) does not exist or \( \bar{r} > Q \)
(since \( \delta_q = 0 \) in (3.5)). By (3.7), we have

\[
I_1(b) = M_1 + M_2 + M_3 + O \left( N^{1/k} Q^{-1} \right)
\]
except for at most \( XQ^{-1} \) values of \( b \).

Let \( \sigma = \sigma(\bar{r}) \) be defined as in (5.1) and \( \chi_o \) be of modulo \( \sigma \bar{r} \). Set

\[
G(1) := (\sigma \bar{r})^{-1} Y(\sigma \bar{r}; \bar{x} \chi_o, \chi_o), \\
G(2) := (\sigma \bar{r})^{-1} Y(\sigma \bar{r}; \chi_o, \bar{x} \chi_o)
\]
and
\[ \mathcal{G}(1, 2) := (\sigma \tilde{\tau})^{-1} Y(\sigma \tilde{\tau}; \tilde{\lambda}_0, \tilde{\lambda}_0). \]

Also let
\[ E := N^{1/k}(k|a_2|)^{-1}, \quad F := x_2^{-1+(1/k)} - (N x_1)^{\tilde{\beta}-1}, \]
\[ H := (N x_2)^{(\tilde{\beta}-1)/k} \] and
\[
\begin{align*}
\mathcal{P}_0 & := E \int_D F dx_1, \\
\mathcal{P}(1) & := E \int_D F G dx_1, \\
\mathcal{P}(2) & := E \int_D F H dx_1,
\end{align*}
\]
(6.2)

where \( x_2 \) and \( D \) are defined as in (4.4).

**Lemma 6.1.** We have
\[ M_1 = \mathcal{P}_0 \prod_{p \leq Q} s(p) + O\left( N^{1/k} Q^{-1/3} + \left( \zeta/\log \right) \right) \]
except for at most \( X Q^{-\xi/32} \) values of \( b \) with \( 1 \leq b \leq X \).

**Proof.** The lemma can be proved by techniques similar to those used in the proof of Lemma 7.1 in [9], by our Lemma 5.4.

**Lemma 6.2.** Let \( \sigma = \sigma(\tilde{\tau}) \) be defined as in (5.1). If the exceptional zero \( \tilde{\beta} \) exists and \( \tilde{\tau} \leq Q \), then

(a)
\[
M_3 = \phi(\sigma \tilde{\tau})^{-2} \sigma \tilde{\tau} \left( \prod_{p \leq Q} s(p) \right) \left( - \sum_{j=1}^{2} \mathcal{G}(j) \mathcal{P}(j) + \mathcal{G}(1, 2) \mathcal{P}(1, 2) \right) + O\left( N^{1/k} Q^{-1/5} + (\zeta/\log) B \right)
\]
except for at most \( 3X Q^{-\xi/32} \) values of \( b \) with \( 1 \leq b \leq X \);

(b)
\[ M_3 \ll N^{1/k} \tilde{\tau}^{-1/2} Q^{75/64} B^3 \]
except for at most \( 3X Q^{-\xi/32} \) values of \( b \) with \( 1 \leq b \leq X \).
Proof. The lemma can be proved in a way similar to the proof of Lemma 4.2 in [11], by our Lemma 4.6(a), and Lemma 5.5(b) and (a).

Lemma 6.3. Let \( \Omega \) be defined as in (3.2). We have

\[
M_1 + M_3 \geq \Omega^2 P \prod_{p \leq Q} s(p) + O \left( N^{1/k} Q^{-(1/5)+(\xi/8)} B \right)
\]

except for at most \( 4X Q^{-\xi/32} \) values of \( b \) with \( 1 \leq b \leq X \).

Proof. The lemma can be proved in a way similar to the proof of Lemma 4.3 in [11], by our Corollary 4.5(b), Lemma 6.1, and Lemma 6.2(a).

Lemma 6.4. We have

\[
M_2 \ll \Omega^2 \exp(-c_3/\sqrt{\delta}) P \prod_{p \leq Q} s(p) + O \left( N^{1/k} Q^{-(1/5)+(\xi/8)} B \right)
\]

except for at most \( 5X Q^{-\xi/32} \) values of \( b \) with \( 1 \leq b \leq X \). Here \( c_3 \) and the implied constant in \( \ll \) are independent of \( \delta \).

Proof. The lemma can be proved in a way similar to the proof of Lemma 7.4 in [9], by our Lemma 4.6(a), Lemma 5.5(b), and Lemma 3.1.

Lemma 6.5. Let \( W_2(X) \) be defined as in (1.4). We have

\[
\mathcal{I}_1(b) \gg N^{1/k} Q^{-5\xi/8},
\]

except for at most \( 10X Q^{-\xi/32} \) values of \( b \in W_2(X) \), where \( \xi = 4^{-k} \).

Proof. Case 1. \( \tilde{\beta} \) does not exist or \( \tilde{\beta} \) exists with \( \tilde{r} > Q \).

We have \( M_3 = 0 \). Applying Lemmas 6.1 and 6.4 to (6.1) with a small \( \delta > 0 \), we have

\[
\mathcal{I}_1(b) \geq \frac{1}{2} P \prod_{p \leq Q} s(p) + O \left( N^{1/k} Q^{-(1/5)+(\xi/8)} B \right),
\]
except for at most $6XQ^{-\xi/32}$ values of $1 \leq b \leq X$. Assuming (1.3), and by (6.2), Lemmas 4.6(b), 5.3(b) and $B \leq Q^{\delta}$ (in (2.5)), we have

$$
(6.4) \quad \mathcal{P}_o \prod_{p \leq Q} s(p) \gg N^{1/h} B^{-1} Q^{-\xi/16} (\log Q)^{-4\delta} B^{-2} \gg N^{1/h} Q^{-3\xi/32},
$$

except for at most $6BXQ^{-\xi/16}$ ($= 3BL$ by (2.2) and (2.3)) values of $b \in W_2(X)$. The $O$-term in (6.3) can be neglected since $\xi = 4^{-\delta}$, and hence $\mathcal{I}_1(b) \gg N^{1/h} Q^{-3\xi/32}$, except for at most $7XQ^{-\xi/32}$ values of $b \in W_2(X)$.

**Case 2.** $\hat{\beta}$ exists and $Q^{\xi/2} < \hat{r} \leq Q$.

Applying Lemmas 6.1, 6.4 and 6.2(b) to (6.1) with a small $\delta > 0$ and $\hat{r} > Q^{\xi/2}$, we have

$$
\mathcal{I}_1(b) \geq \frac{1}{2} \mathcal{P}_o \prod_{p \leq Q} s(p) + O\left(N^{1/h} Q^{-9\xi/64} B^3\right),
$$

except for at most $9XQ^{-\xi/32}$ values of $1 \leq b \leq X$. Then by (6.4) and $B \leq Q^{\delta}$, we again have $\mathcal{I}_1(b) \gg N^{1/h} Q^{-3\xi/32}$, except for at most $10XQ^{-\xi/32}$ values of $b \in W_2(X)$.

**Case 3.** $\hat{\beta}$ exists and $\hat{r} \leq Q^{\xi/2}$.

Applying Lemmas 6.3 and 6.4 to (6.1) with a small $\delta > 0$,

$$
(6.5) \quad \mathcal{I}_1(b) \geq \frac{1}{2} \Omega^2 \mathcal{P}_o \prod_{p \leq Q} s(p) + O\left(N^{1/h} Q^{-\left(1/5 + (\xi/8)\right)} B\right),
$$

except for at most $9XQ^{-\xi/32}$ values of $1 \leq b \leq X$. Now by (3.2), (3.1), $\hat{r} \leq Q^{\xi/2}$ and $Q \leq T$ (in (2.3)),

$$
\Omega = (1 - \hat{\beta}) \log T \gg Q^{-\xi/4}(\log Q)^{-1}.
$$

Then by (6.4),

$$
\Omega^2 \mathcal{P}_o \prod_{p \leq Q} s(p) \gg Q^{-\xi/2}(\log Q)^{-2} N^{1/h} Q^{-3\xi/32} \gg N^{1/h} Q^{-3\xi/8},
$$
except for at most $6B^2 Q^{-\xi/16}$ values of $b \in W_2(X)$. Again, the $O$-term in (6.5) can be neglected since $\xi = 4^{-k}$ and hence $I_1(b) \gg N^{1/k} Q^{-5\xi/8}$, except for at most $10X Q^{-\xi/32}$ values of $b \in W_2(X)$. 

Combining (2.8), Lemma 6.5 and Lemma 2.1, we have

$$I(b) = I_1(b) + I_2(b) \gg N^{1/k} Q^{-5\xi/8},$$

except for at most $X Q^{-\xi/33}$ values of $b \in W_2(X)$.

In view of (2.6), the integral $I(b)$ in (2.7) is equal to $\sum (\log p_1)(\log p_2)$, where the summation $\sum$ is over all $p_1, p_2$ satisfying $L < p_1 \leq N$, $L^{1/k} < p_2 \leq N^{1/k}$, and the equation $b = a_1 p_1 + a_2 p_2$. If $\#(b)$ denotes the number of such pairs $(p_1, p_2)$, then $I(b)$ is clearly $\leq \#(b) \log^2 N$. That is,

$$\#(b) \geq I(b)(\log N)^{-2} \gg N^{1/k} Q^{-5\xi/8}(\log N)^{-2} > 0,$$

except for at most $X Q^{-\xi/33}$ values of $b \in W_2(X)$. This completes the proof of Card $E_2(X) \leq X^\theta$ in Theorem 1.

7. The lower bound for Card $W_2(X)$ in Theorem 2. By Corollary 4.5(b),

$$N_2(p^{\tau_p + \theta_p - 1}) \geq 1$$

implies

$$N_2(p^t) \geq 1 \quad \text{for } t \geq \tau_p + \theta_p - 1,$$

and, on the other hand, by (1.2),

$$N_2(p^{\tau_p + \theta_p - 1}) \geq 1$$

implies

$$N_2(p^t) \geq 1 \quad \text{for } 1 \leq t \leq \tau_p + \theta_p - 1.$$

Therefore by Lemma 4.2, (1.3) holds for $N_2(q)$ if and only if

$$N_2(p^{\tau_p + \theta_p - 1}) \geq 1 \quad \text{for all primes } p.$$
In view of (4.5) and (4.6), for \( p \nmid 2k \) (so \( \tau_p = 1 = \theta_p \) by (4.1)), (7.1) holds if and only if \( A(p) > -1 \). By Lemma 5.2(b), we have 
\[ |A(p)| \leq 4kp^{-1} < 1 \text{ if } p \nmid a_1a_2 \text{ and } p \geq 4k + 1. \] Hence

(7.2) \hspace{1em} (7.1) holds for those \( p \geq 4k + 1 \) satisfying \( p \nmid a_1a_2 \).

Let \( p_1, \ldots, p_u \) and \( q_1, \ldots, q_v \) be all those primes \( \geq 4k+1 \) which divide \( a_1 \) and \( a_2 \) respectively. Note that \( p_i \neq q_j \) for all \( i, j \) since \( (a_1, a_2) = 1 \) (in (1.1)). Let

\[ m := \prod_{p \leq 4k} p^{\tau_p + \theta_p - 1} \prod_{i=1}^{u} p_i \prod_{j=1}^{v} q_j. \]

**Lemma 7.1.** There are at least

\[ \prod_{i=1}^{u} \frac{\phi(p_i)}{k} \prod_{j=1}^{v} \phi(q_j) \]

values of \( b \) (mod \( m \)) for which (1.3) holds for \( N_2(q) \).

**Proof.** For each \( p_i, 1 \leq i \leq u \), the congruence in \( N_2(p_i) \) (see (1.2)) becomes

(7.3) \hspace{1em} \( b \equiv a_2n^k \) \hspace{0.5em} (mod \( p_i \)).

Thus \( N_2(p_i) \geq 1 \) if \( b \) satisfies (7.3) for some \( n \) with \( 1 \leq n \leq p_i - 1 \). For each \( q_j, 1 \leq j \leq v \), the congruence in \( N_2(q_j) \) becomes

(7.4) \hspace{1em} \( b \equiv a_1l \) \hspace{0.5em} (mod \( q_j \))

and so \( N_2(q_j) \geq 1 \) if \( b \) satisfies (7.4) for some \( l \) with \( 1 \leq l \leq q_j - 1 \). For each \( p \leq 4k \), (7.1) holds for those \( b \) satisfying

\[ b \equiv a_1 + a_2 \] \hspace{0.5em} (mod \( p^{\tau_p + \theta_p - 1} \)).

Note that \( \tau_p + \theta_p - 1 = 1 \) if \( p \geq 4k + 1 \) (by (4.1)). Hence, in view of (7.2), for each \( n_i^k \) with \( 1 \leq n_i \leq p_i - 1, i = 1, \ldots, u \), and for each \( l_j \) with \( 1 \leq l_j \leq q_j - 1, j = 1, \ldots, v \), if \( b \) satisfies the system of congruences

\[
\begin{cases}
  b \equiv a_2n_i^k \pmod{p_i} & \text{for } i = 1, \ldots, u, \\
  b \equiv a_1l_j \pmod{q_j} & \text{for } j = 1, \ldots, v, \\
  b \equiv a_1 + a_2 \pmod{p^{\tau_p + \theta_p - 1}} & \text{for } p \leq 4k,
\end{cases}
\]

(7.5)
then (7.1) holds for all primes $p$ and so (1.3) holds for $N_2(q)$. Now by
the Chinese remainder theorem, the system of congruences (7.5) has
a unique solution $b \pmod{m}$. Note that for each $i = 1, \ldots, u$, there
are exactly $\phi(p_i) / (k, \phi(p_i)) \geq \phi(p_i) / k$ incongruent $n_i b \pmod{p_i}$; and
for each $j = 1, \ldots, v$, there are exactly $\phi(q_j)$ incongruent $l_j \pmod{q_j}$.
Thus, in total, there are at least

$$
\prod_{i=1}^{u} \frac{\phi(p_i)}{k} \prod_{j=1}^{v} \phi(q_j)
$$

such systems of congruences for $1 \leq n_i \leq p_i - 1$, $i = 1, \ldots, u$, and
$1 \leq l_j \leq q_j - 1$, $j = 1, \ldots, v$. Hence Lemma 7.1 follows immediately.

By Lemma 7.1 and noting that $\prod_{p \leq 4k} p^{r_p + \theta_p - 1}$ depends only on $k$,
we have, for large $X$

$$
\text{Card } W_2(X) \geq \frac{X}{m} \prod_{i=1}^{u} \frac{\phi(p_i)}{k} \prod_{j=1}^{v} \phi(q_j)
\geq X \left( \prod_{p \leq 4k} p^{r_p + \theta_p - 1} \right)^{-1} \prod_{i=1}^{u} \frac{\phi(p_i)}{p_i} \prod_{j=1}^{v} \phi(q_j).
$$

Finally, by (1.4) and (1.2), obviously we have $\text{Card } W_1(X) \geq \text{Card } W_2(X)$. This proves the results for $W_1(X)$ and $W_2(X)$ in Theorem 2.

8. Remarks on the proofs of bounds concerning $E_j(X)$, $j = 1, 3$ and $W_3(X)$. The proofs of $\text{Card } E_j(X) \leq X^{\theta}$, $j = 1, 3$
in Theorem 1 are very similar to (and also simpler than) that for
$\text{Card } E_2(X) \leq X^{\theta}$. However, the following technical differences in their proofs should be pointed out.

(i) For $j = 1$, instead of using Theorem 1 [7] in the proof of our
Lemma 2.1, we apply Weyl’s inequality (see, for example, Lemma 2.4 in [22]).

(ii) For $j = 3$, instead of our Lemma 4.1(c), we use Hua’s fundamental
lemma [8, Theorem 1] to estimate $\sum_{l=1}^{2} c_q(a_2 P(l))$. In the proof
of the lemma corresponding to our Lemma 5.1, one writes $P(l)$ in the
form of a completed square modulo odd $q$, then one applies Lemma 4.3
in [22].

Concerning the proof of the lower bound for Card $W_3(X)$ in Theo-
rem 2 we first apply Theorem 2.24 in [14] to prove that $N_q(p^{\alpha q^p(a_1)+1}) \geq
1$ for any prime $p$ if $(\alpha) \ b \equiv a_1 + a_2 P(1) \ (\mod p^{2r+1})$, where $\tau =
ord_p(P(1))$ or if $(\beta) \ p | a_1$ and the congruence $b \equiv a_2 P(n) \ (\mod p)$ has
a solution $n$ satisfying $p \nmid P'(n)$. One then uses these results to obtain
a lemma similar to our Lemma 7.1.
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