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Abstract—Inspired by the ideas from the field of stochastic approximation, we propose a randomized algorithm to compute the capacity of a finite-state channel with a Markovian input. When the mutual information rate of the channel is concave with respect to the chosen parameterization, we show that, at least for some practical channels, the proposed algorithm will converge to the capacity almost surely.

I. INTRODUCTION

Discrete-time finite-state channels are a broad class of channels which have attracted plenty of interest in information theory; prominent examples of such channels include partial response channels [27], Gilbert-Elliott channels [21] and noisy input-restricted channels [34], which are widely used in a variety of real-life applications, including magnetic and optical recording [20], communications over band-limited channels with inter-symbol interference [7]. The computation of the capacity of a finite-state channel is notoriously difficult and has been open for decades. For a discrete memoryless channel, let $X$ denote the input Markov process and $Y$ its corresponding output process, which is, by definition, a hidden Markov process (see [5] and references therein). In contrast to the BAA, the proof of the convergence of the GBAA in [32] requires the extra assumption that $I(X; Y)$ and $H(X|Y)$ are both concave with respect to a chosen parameterization, which has been posed as Conjecture 74 in [32]. Example V.3, however, shows that the concavity conjecture is not true in general.

One of the hurdles encountered in computing the finite-state channel capacity is the problem of optimizing $H(Y)$, which naturally occurs in the formula of the capacity of a broad class of finite-state channels. More specifically, there has long been a lack of understanding on the following two issues:

(I) How to effectively compute the entropy rate of hidden Markov processes?

(II) How does the entropy rate of hidden Markov processes vary as the underlying Markov processes and the channels vary?

As elaborated below, these two issues have been partially addressed by the information theory community.

Related work on (I). It is well known that $H(X)$ has a simple analytic formula; in stark contrast, there is no simple and explicit formula of $H(Y)$ for most non-degenerate channels ever since hidden Markov processes (or, more precisely, hidden Markov models) were formulated more than half a century ago.

The celebrated Shannon-McMillan-Breiman theorem states that the $n$-th order sample entropy $-\log p(Y^n)/n$ converges to $H(Y)$ almost surely. Based on this, efficient Monte Carlo methods for approximating $H(Y)$ were proposed independently by Arnold and Loeliger [1], Pfister, Soriaga and Siegel [25], Sharma and Singh [29]. One of the concerns that has not been addressed in these work is the “accuracy” of approximating $H(Y)$ using the sample entropy. In this regard, a central limit theorem (CLT) [26] for the sample entropy has been derived as a corollary of a CLT for the top Lyapunov exponent of a product of random matrices; a functional CLT has also been established in [15]. To some extent, these two CLTs suggested that the Monte Carlo methods are “accurate” in terms of approximating $H(Y)$. However, more quantitative description of the convergence behavior of the proposed methods, such as rate of convergence, are still lacking in these work.

Recently, we have obtained [9] a number of limit theorems for the sample entropy of $Y$. These limit theorems can be viewed as further refinements of the Shannon-McMillan-Breiman theorem, which is the backbone of information theory. More specifically, Theorem 1.2 in [9] is a CLT with an error-estimate, which can be used to characterize the rate of convergence of the Monte Carlo methods in [1], [25], [29], and Theorem 1.5 in [9] is a large deviation result, which gives a sub-exponential decaying upper bound on the probability of the sample entropy $-\log p(Y^n)/n$ deviating from $H(Y)$. Among many other applications, such as deriving non-asymptotic coding theorems [33], these theorems positively confirmed the effectiveness of using the Shannon-McMillan-Breiman theorem to approximate $H(Y)$.

Related work on (II). The behavior of $H(Y)$ (as a func-
tion of the underlying Markov chain and the channel) is of importance in a number of scientific disciplines; particularly in information theory, it is of great importance for computing/estimating the capacity of finite-state channels. However, some of the basic problems, such as smoothness (or even differentiability) of $H(Y)$, have long remained unknown. Recently, asymptotical behavior of $H(Y)$ has been studied in [16], [23], [35], [24]. Under mild assumptions, analyticity of $H(Y)$ has been established in [10]. The framework in [10] has been generalized to continuous-state settings and further provides useful tools and techniques for our subsequent work, such as derivatives [11], asymptotics [12], concavity [13] of $H(Y)$.

Equipped with ideas and techniques from the above-mentioned work on (I) and (II), we are more prepared to make further progress towards the computation of the channel capacity. In particular, the ideas and techniques in [9] and [10] are vital to this paper. Roughly speaking, [10] proves that the entropy rate of hidden Markov chains is a “nicely behaved” function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations. The simulator of the derivative function; and [9] confirms that it can be “well-approximated” using Monte Carlo simulations.

Stochastic approximation methods refer to a family of recursive stochastic algorithms, aiming to find zeroes or extrema of functions whose values can only be estimated via noisy observations. The extensive literature on stochastic approximation has grown up around two prototypical algorithms, the Robbins-Monro algorithm and the Kiefer-Wolfowitz algorithm, mainly concerning the convergence analysis on these two algorithms and their variants; we refer the reader to [17] for an exposition to the vast literature on stochastic approximation.

Inspired by the ideas in stochastic approximation, we propose a randomized algorithm to compute the capacity of a class of finite-state channels with input Markov processes supported on some mixing finite-type constraint. Bearing the same spirit as the Robbins-Monro algorithm and the Kiefer-Wolfowitz algorithm, the proposed algorithm, in many subtle respects, differs from both of them. The main task of this paper is to conduct a convergence analysis of the proposed algorithm, which employs some established ideas and techniques from the field of stochastic approximation [3], [17], [18], [31]. However, neither the results nor the proofs in any of previous work imply our results.

Although described in different languages, our settings are essentially the same as in [32]. On the other hand, as opposed to the GBAA, the concavity of $I(X; Y)$ alone is already sufficient to guarantee the convergence of our algorithm. Here, let us note that that for certain classes of channels (see Example V.3), $I(X; Y)$ is indeed concave with respect to certain parameterization, whereas $H(Y | X)$ fails to be concave with respect to the same parameterization.

Characterizing the maximal rate at which the information can be transmitted through a given channel, the capacity is the most fundamental notion in information theory. The capacity achieving distribution will further provide us insightful guidance towards designing coding schemes that actually achieve the promised capacity. Apparently, such an algorithm would be of fundamental significance to both information theoretic research and practical applications to tele-communications and data storage.

The organization of the paper is as follows. We first describe our channel model in greater detail in Section II and we then present our algorithm in Section III. In Section IV, we propose a simulator for the derivative of $I(X; Y)$ and discuss its convergence behavior. The convergence of the algorithm is established in V.

II. CHANNEL MODEL

Let $\mathcal{X}$ be a finite alphabet and let

$$\mathcal{X}^2 = \{(i, j) : i, j \in \mathcal{X}\}.$$  

Let $\Pi$ denote the set of all stationary irreducible first-order Markov chain over the alphabet $\mathcal{X}$. For a given subset $F \subset \mathcal{X}^2$, define

$$\Pi_F = \{X \in \Pi : X_{i,j} = 0, \quad (i, j) \in F\},$$  

where we have identified an irreducible first-order Markov chain with its transition probability matrix. Furthermore, for any $\epsilon > 0$, define

$$\Pi_{F, \epsilon} = \{X \in \Pi_F : X_{i,j} \geq \epsilon, \quad (i, j) \notin F\}.$$  

Obviously, if some $X \in \Pi_{F, \epsilon}$ is primitive (namely, irreducible and aperiodic), then any other $X' \in \Pi_{F, \epsilon}$ is also primitive; in this case, we say $F$ is a mixing finite-type constraint. Here, let us note that a mixing finite-type constraint can be defined in a much more general context; see [19].

The motivation for consideration of finite-type constraints mainly comes from magnetic recording, where input sequences are required to satisfy certain mixing finite-type constraints in order to eliminate the most damaging error events [20]. The most well known example is the so-called $(d, k)$-RLL constraint $S(d, k)$ over the alphabet $\{0, 1\}$, which forbids any sequence with fewer than $d$ or more than $k$ consecutive zeros in between two successive 1’s.

In this paper, we are concerned with a discrete-time finite-state channel with some input constraint. Let $X, Y, S$ denote the channel input, output and state processes over finite alphabets $\mathcal{X}, \mathcal{Y}$ and $\mathcal{S}$, respectively. Assume that (II.a) For some mixing finite-type constraint $F \subset \mathcal{X}^2$ and some $\epsilon > 0$, $X \in \Pi_{F, \epsilon}$.

(II.b) $(X, S)$ is a first-order stationary Markov chain whose transition probabilities satisfy

$$p(x_n, s_n | x_{n-1}, s_{n-1}) = p(x_n | x_{n-1})p(s_n | x_n, s_{n-1}),$$  

where $p(s_n | x_n, s_{n-1}) > 0$ for any $s_n, x_n, s_{n-1}$.

(II.c) the channel is stationary, and the channel transition probabilities satisfy

$$p(y_n, s_n | x_n, s_{n-1}) = p(s_n | x_n, s_{n-1})p(y_n | x_n, s_n),$$
where \( p(y_n|x_n, s_n) > 0 \) for any \( y_n, x_n, s_n \).

The capacity of the above channel is defined as
\[
C_F = \sup I(X; Y) = \sup \lim_{n \to \infty} I_n(X; Y),
\]
where the supremum is over all \( X \) satisfying (IIa) and
\[
I_n(X; Y) \triangleq \frac{H(X^n) + H(Y^n)}{n} - H(X^n, Y^n).
\]

The fact that \( Y \) and \( (X, Y) \) are both hidden Markov processes makes it apparent that solutions to (I) and (II) are essential for computing \( C_F \).

Assume that \( \Pi_{F,c} \) is analytically parameterized by \( \theta \in \Theta = \mathbb{R}^d, d \geq 1 \). Then, naturally, \( X = X(\theta) \) and \( Y = Y(\theta) \) are also analytically parameterized by \( \theta \). Under this parameterization, we would like to find \( \theta^* \in \Theta \) such that \( X(\theta^*) \) maximizes \( I(X(\theta); Y(\theta)) \).

III. THE ALGORITHM

For a given \( 1/2 < a < 1 \), choose the so-called step sizes
\[
a_n = \frac{1}{n^a}, \quad n = 1, 2, \ldots ;
\]

apparently, \( \{a_n\} \) satisfies
\[
\sum_{n=0}^{\infty} a_n = \infty, \quad \sum_{n=0}^{\infty} a_n^2 < \infty,
\]
which are the typical conditions imposed on step sizes in a generic stochastic approximation method. We propose to find \( \theta^* \) through the following recursive procedure:
\[
\theta_{n+1} = \theta_n + a_n g_n(\theta_n);
\]
(1)

here \( b > 0 \), the initial \( \theta_0 \) is randomly selected from \( \Theta \), and \( g_n(\theta) \) is a to-be-specified simulator (see Section IV) for \( I'(X(\theta); Y(\theta)) \), where the derivative is taken with respect to \( \theta \). Throughout the paper, we assume that
\[
0 < \beta < \alpha < 1/3, \quad 2a + b - 3b\beta > 1;
\]
(2)

here, \( \alpha, \beta \) are some "hidden" parameters involved in the definition of \( g_n(\theta) \), which will be defined in Section IV.

IV. A SIMULATOR OF \( I'(X; Y) \)

As stated in Section I, albeit rather difficult to compute analytically, \( I(X; Y) \) can be well-approximated via Monte Carlo simulations. In this section, we propose a simulator for \( I'(X; Y) \). Needless to say, an effective simulator guaranteeing an "accurate" approximation to \( I'(X; Y) \) is crucial to our algorithm. To some extent, our simulator is inspired by the Bernstein’s blocking method [4], which is a well-established tool in proving limit theorems for mixing sequences; see, e.g., [6].

Now, for \( 0 < \beta < \alpha < 1/3 \), define
\[
q = q(n) \triangleq n^\beta, \quad p = p(n) \triangleq n^\alpha, \quad k = k(n) \triangleq n/(n^\alpha + n^\beta).
\]

For any \( j \) with \( iq + (i - 1)p + 1 \leq j \leq iq + ip \) and a stationary stochastic process \( Z \), define
\[
W_j = W_j(Z_j; \lfloor q/2 \rfloor) \triangleq - \left( \sum_{i=j-\lfloor q/2 \rfloor}^{j} \frac{p'(Z_i)}{p(Z_i)} \right) \log p(Z_j; \lfloor q/2 \rfloor),
\]
and furthermore
\[
\zeta_i \triangleq W_{iq+(i-1)p+1} + \cdots + W_{iq+ip}, \quad S_n \triangleq \sum_{i=1}^{k(n)} \zeta_i.
\]

Now, we are ready to define our simulator for \( I'(X; Y) \).

Definition IV.1.

\[
g_n(X^n, Y^n) \triangleq H'(X_n|X_1) + S_n(Y^n)/(kp) - S_n(X^n, Y^n)/(kp).
\]

The following lemma, whose proof is somewhat similar to Lemma 3.3 in [9], gives an estimate of the variance of \( S_n \) when \( Z \) is replaced by \( Y \) or \( (X, Y) \).

Lemma IV.2. Replacing \( Z \) by \( Y \) or \( (X, Y) \), we have
\[
E([S_n - E[S_n]]^2) = O(kp^2).
\]

The following three theorems characterize the performances of our simulator from different perspectives.

Using similar techniques as in the proof of Theorem 1.1 in [10], the first theorem shows that on average, our simulator sub-exponentially converges to \( I'(X; Y) \).

Theorem IV.3. For some \( 0 < \rho_0 < 1 \), we have
\[
E[g_n(X^n, Y^n) - I'(X; Y)] = O(\rho_0^{n/2}).
\]

The following large deviation type lemma gives a sub-exponentially decaying upper bound on the tail probability of \( g_n(X^n, Y^n) \) deviating from \( I'(X; Y) \).

Theorem IV.4. For any \( \varepsilon > 0 \), there exists some \( 0 < \gamma, \delta < 1 \) such that
\[
P(\{|g_n(X^n, Y^n) - I'(X; Y)| \geq \varepsilon\}) \leq \gamma^\alpha.
\]

The following theorem states that our simulator is asymptotically unbiased.

Theorem IV.5. With probability 1,
\[
g_n(X^n, Y^n) \to I'(X; Y), \quad \text{as } n \text{ tends to } \infty.
\]

Proof. It immediately follows from Theorem IV.4 and the Borel-Cantelli lemma.

Remark IV.6. In our notation, the following expression has been proposed in [32] as a simulator of \( I'(X; Y) \):
\[
H(X_2|X_1) - \frac{p'(Y^n)}{p(Y^n)} \log p(Y^n)/n + \frac{p'(X_n, Y^n)}{p(X^n, Y^n)} \log p(X_n, Y^n)/n.
\]

Extensive numerical experiments conducted in [32] suggest that this simulator converges to \( I'(X; Y) \) almost surely as \( n \) tends to infinity, however, there is no rigorous proof for the convergence.
V. CONVERGENCE

In this section, we will show that under the iteration in (1), \( \{f(\theta_n)\} \) converges almost surely. For notational simplicity only, we assume \( \Theta = \mathbb{R} \).

Henceforth, we will write

\[
f(\theta) = I(X(\theta); Y(\theta)), \quad f_n(\theta) = I_n(X(\theta); Y(\theta)).
\]

Note that under the assumption (II.a), Theorem 1.1 of [10] implies that \( f(\theta) \) is analytic and each of its derivatives is uniformly bounded over all \( \theta \in \Theta \), a key fact that may be used throughout the paper implicitly. Now, rewrite (1) as

\[
\theta_{n+1} = \theta_n + a_n f'(\theta_n) + a_n R_n(\theta_n),
\]

where

\[
R_n(\theta_n) \triangleq g_n(\theta_n) - f'(\theta_n).
\]

It can be easily verified that

\[
f(\theta_{n+1}) - f(\theta_n) = a_n f''(\theta_n) + \hat{R}_n(\theta_n),
\]

where

\[
\hat{R}_n(\theta_n) \triangleq a_n f'(\theta_n) R_n(\theta_n)
\]

\[
+ \int_0^1 (f'(\theta_n + t(\theta_{n+1} - \theta_n)) - f'(\theta_n))(\theta_{n+1} - \theta_n) dt.
\]

**Lemma V.1.** \( \sum_{n=0}^{\infty} R_n(\theta_n) \) converges almost surely.

**Proof.** Let

\[
T_1 = \sum_{n=0}^{\infty} a_n f'(\theta_n) R_n(\theta_n),
\]

and

\[
T_2 = \sum_{n=0}^{\infty} \int_0^1 (f'(\theta_n + t(\theta_{n+1} - \theta_n)) - f'(\theta_n))(\theta_{n+1} - \theta_n) dt.
\]

It suffices to prove that \( T_1, T_2 \) both converge almost surely. We will only prove the convergence of \( T_1 \), since the proof for \( T_2 \) is similar.

Note that

\[
T_1 = \sum_{n=0}^{\infty} a_n f'(\theta_n) (g_n(\theta_n) - f'_{\theta_n}(\theta_n)) + \sum_{n=0}^{\infty} a_n f'(\theta_n) (f'_{\theta_n}(\theta_n) - f'(\theta_n)).
\]

It follows from Theorem IV.3 that there exists \( 0 < \rho_0 < 1 \) such that

\[
\sum_{n=0}^{\infty} a_n |f'(\theta_n)| (|f'_{\theta_n}(\theta_n)| - |f'(\theta_n)|) \leq \sum_{n=0}^{\infty} a_n |f'(\theta_n)| \rho_0^m < \infty.
\]

Then, using Lemma IV.2, one verifies that uniformly over all \( \theta_n \in \Theta \),

\[
\sum_{n=0}^{\infty} E[|a_n^2 f'(\theta_n)^2 R_n^2(\theta_n)|] = \sum_{n=0}^{\infty} O \left( \frac{1}{n^{2a + b - 3b\beta}} \right),
\]

which converges since \( 2a + b - 3b\beta > 1 \). Noting that \( \{a_n f'(\theta_n) R_n(\theta_n)\} \) is a Martingale difference sequence (with respect to the \( \sigma \)-field generated by \( \{X_t^n\} \) and applying Doob’s Martingale convergence theorem (see Theorem 2.8.7 of [30]), we deduce that

\[
\sum_{n=0}^{\infty} a_n f'(\theta_n)(g_{\theta_n}(\theta_n) - f'_{\theta_n}(\theta_n))
\]

converges with probability 1. The almost sure convergence of \( T_1 \) then follows.

We are now ready for the following convergence theorem, whose proof closely follows that of Lemma 7 in [31], which can be further can be traced back to the standard proof of the Martingale convergence theorem [30].

**Theorem V.2.** With probability 1, we have

\[
\lim_{n \to \infty} f'(\theta_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} f(\theta_n) \text{ exists}.
\]

**Proof.** Recall that

\[
f(\theta_{n+1}) - f(\theta_n) = a_n f''(\theta_n) + R_n(\theta_n),
\]

an iterative application of which implies

\[
f(\theta_n) = f(\theta_0) + \sum_{i=0}^{n-1} a_i (f'(\theta_i))^2 + \hat{R}_n(\theta_i).
\]

Applying Lemma V.1, we deduce that with probability 1,

\[
\sum_{i=0}^{\infty} a_i (f'(\theta_i))^2 < \infty,
\]

which, in return, implies that \( \lim_{n \to \infty} f(\theta_n) \) exists and furthermore there is a subsequence \( \{\theta_{n_j}\} \) such that \( f'(\theta_{n_j}) \) converges to 0 as \( j \) tends to infinity.

We now prove that

\[
\lim_{n \to \infty} f'(\theta_n) = 0.
\]

By way of contradiction, suppose otherwise. Then, there exists \( \varepsilon > 0 \) such that there exist infinite sequences \( m_k, n_k, k = 1, 2, \ldots \), such that

\[
|f'(\theta_{m_k})| \leq \varepsilon, \quad |f'(\theta_{n_k})| \geq 2\varepsilon, \quad |f'(\theta_i)| \geq \varepsilon
\]

for all \( m_k + 1 \leq i \leq n_k \). It then follows that

\[
\varepsilon \leq |f'(\theta_{n_k}) - f'(\theta_{m_k})| = O \left( \sum_{i=m_k}^{n_k-1} a_i \right) + O \left( \sum_{i=m_k}^{n_k-1} a_i R_i(\theta_i) \right).
\]

As in the proof of Lemma V.1, we deduce that \( \sum_{n=0}^{\infty} a_n R_n(\theta_n) \) converges almost surely, and hence \( \sum_{i=m_k}^{n_k-1} a_i R_i(\theta_i) \) tends to zero as \( k \) goes to infinity. On the other hand, by (7), we have

\[
\varepsilon^2 \sum_{i=m_k}^{n_k-1} a_i \leq \sum_{i=m_k}^{n_k-1} a_i (f'(\theta_i))^2.
\]

This implies that as \( k \) tends to infinity, \( \sum_{i=m_k}^{n_k-1} a_i \) tends to zero, which, together with (8), further implies that

\[
\varepsilon \leq \lim_{k \to \infty} |f'(\theta_{n_k}) - f'(\theta_{m_k})| = 0.
\]
a contradiction.

Through the following example, we show that at least for some practical channels, our algorithm converges to the capacity almost surely.

**Example V.3.** Consider a binary symmetric channel with crossover probability $\varepsilon > 0$. Let $X$ be a binary input Markov chain with the transition probability matrix

\[
\begin{pmatrix}
1 - \pi & \pi \\
1 & 0
\end{pmatrix},
\]

(9)

where $0 \leq \pi \leq 1$. Apparently, $X$ is supported on the so-called $(1, \infty)$-RLL constraint [19], which simply means that the string “11” is forbidden. Let $Y$ denote the corresponding output process. Assume that $X$ is parameterized as in [32], that is, $\theta = (p_{ij} : i, j = 0, 1)$, where $p_{ij} = P(X_1 = i, X_2 = j)$. If $\varepsilon$ is sufficiently small, it has been established in [13] that, roughly speaking, the capacity will be achieved in the “interior” of the parameter space, where $I(X; Y)$ is strictly concave (with respect to $\theta$). This, together with Theorem V.2, implies that in high SNR regime, our algorithm will converge to the capacity achieving distribution almost surely.

On the other hand, it has been shown that for the output process $Y$, as $\varepsilon \to 0$,

\[
H(Y) = H(X) + \frac{\pi(2 - \pi)}{1 + \pi} \varepsilon \log(1/\varepsilon) + O(\varepsilon),
\]

where the $O(\varepsilon)$-term is analytic with respect to $p$ (see Theorem 2.18 of [14]). It then follows that

\[
H(X|Y) = H(X) + H(Y|X) - H(Y) = H(\varepsilon) = \frac{\pi(2 - \pi)}{1 + \pi} \varepsilon \log(1/\varepsilon) + O(\varepsilon),
\]

where $H(\varepsilon) = \varepsilon \log 1/\varepsilon + (1 - \varepsilon) \log 1/(1 - \varepsilon)$. One can readily verify that $-\pi(2 - \pi)/(1 + \pi)$ is strictly convex with respect to $\theta$, which implies the strict convexity (rather than concavity) of $H(X|Y)$ when $\varepsilon$ is small enough. So, the concavity conjecture in [32] is not true in general, and thus the conditions guaranteeing the convergence of the GBA are not satisfied.
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