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Abstract—This paper proposes a new variable regularized QR decomposition (QRD)-based recursive least M-estimate (VR-QRRLM) adaptive filter and studies its convergence performance and acoustic applications. Firstly, variable $L_2$ regularization is introduced to an efficient QRD-based implementation of the conventional RLM algorithm to reduce its variance and improve the numerical stability. Difference equations describing the convergence behavior of this algorithm in Gaussian inputs and additive contaminated Gaussian noises are derived, from which new expressions for the steady-state excess mean square error (EMSE) are obtained. They suggest that regularization can help to reduce the variance, especially when the input covariance matrix is ill-conditioned due to lacking of excitation, with slightly increased bias. Moreover, the advantage of the M-estimation algorithm over its least squares counterpart is analytically quantified. For white Gaussian inputs, a new formula for selecting the regularization parameter is derived from the MSE analysis, which leads to the proposed VR-QRRLM algorithm. Its application to acoustic path identification and active noise control (ANC) problems is then studied where a new filtered-x (FX) VR-QRRLM ANC algorithm is derived. Moreover, the performance of this new ANC algorithm under impulsive noises and regularization can be characterized by the proposed theoretical analysis. Simulation results show that the VR-QRRLM-based algorithms considerably outperform the traditional algorithms when the input signal level is low or in the presence of impulsive noises and the theoretical predictions are in good agreement with simulation results.

Index Terms—Adaptive filters, ANC, performance analysis, recursive M-estimation, variable regularization.

I. INTRODUCTION

SYSTEM identification is frequently encountered in many applications such as acoustics [1], communications, power system measurement in industrial and biomedical engineering/informatics, etc. Recursive least-squares (RLS) algorithm is an effective adaptive filtering algorithm which has been widely used in these applications. Traditional RLS algorithms estimate the coefficients of a linear model in a least-squares (LS) sense by minimizing the sum of squared residual errors. Since the LS estimation implicitly assumes that the additive noise is Gaussian distributed, the performance of conventional LS-based adaptive filters will be considerably degraded in impulsive noise environment [2], [3]. To address this problem, the robust least mean square M-estimate (LMM) [4], [5] or the RLS M-estimate (RLM) [6], [7] algorithms were proposed, so that the adverse effect of impulsive noises can be effectively mitigated. To improve the numerical stability of the RLM algorithms in finite wordlength implementation, a QRD-based RLM (QRRLM) algorithm was developed [8].

Another possible problem with the RLS-based algorithms is that the covariance matrix of input signals may become poorly conditioned or even singular. This is often encountered in acoustic applications such as adaptive echo cancellation (AEC) where the level of the excitation signal may vary significantly over times. In such situation, most RLS-like algorithms will show dramatically increased estimation variance or even suffer from instability. To address this ill-conditioned problem, a commonly used technique is to introduce some kind of regularization into these algorithms. In fact, regularization techniques have attracted much interest recently as a useful tool for reducing the estimation variance [9], especially when only a small number of data samples are available [10]. They have also been successfully applied to a wide variety of areas such as audio signal processing, etc, to improve the convergence speed and decrease the steady-state misadjustment in conventional RLS [11]–[15] and LMS-based [16]–[19] adaptive filtering algorithms. Most of the above regularized RLS algorithms are very sensitive to the round off error. It is therefore desirable to devise a regularized RLS algorithm using the QRD, which has much better numerical properties and can be effectively implemented in hardware without multiplications using the coordinate rotation digital computer (CORDIC) algorithm.

In this paper, a new VR-QRRLM algorithm is proposed. It employs M-estimation in combating impulsive noises and a variable weighted $L_2$ regularization to reduce the estimation variance. An efficient QRD implementation that may improve the numerical stability is also considered. In addition, to quantify the performance of the R-QRRLM algorithm, the mean and mean square convergence analyses with a fixed regularization parameter for Gaussian inputs and additive noises are first performed. They rely on the Price’s theorem [20] and the generalized Abelian integral functions recently...
introduced in [4], [21] to evaluate various expectations. While convergence behaviors of the RLS and the RLM algorithms have been considered previously in [22] and [7] respectively, the performance of the regularized case is considerably more complicated. Using an extension of the Price’s theorem for contaminated Gaussian (CG) noise [23], we are able to analyze the performance of the R-QRRLM algorithm. A similar approach has been successfully applied to the analysis of the NLMS and M-estimate NLMS (NLMEM) [21] algorithms for Gaussian inputs and CG noise. Difference equations describing the mean and mean square performance of the algorithm for Gaussian inputs and Gaussian or CG additive noises are obtained. Moreover, the convergence of these equations is thoroughly analyzed to obtain analytical expressions for the steady-state excess mean square error (EMSE). By analyzing the effect of $L_2$ regularization parameter on the steady-state MSE of the weight vector for white Gaussian inputs, a new formula for selecting the regularization parameter is obtained. This gives rise to the proposed VR-QRRLM algorithm.

In the preliminary version of the R-QRRLM algorithm [19], the regularization parameter is determined using the cross validation as is commonly used in the statistical communities [10]. This is later extended by transforming the input and using smoothly-clipped-absolute-deviation (SCAD) [25] to further promote sparsity. Similar to this performance analysis, we further exploit in this work the simplicity offered by white Gaussian inputs so as to derive an explicit formula for the regularization parameter of the VR-QRRLM algorithm.

To illustrate the usefulness of the R-QRRRLM and VR-QRRLM algorithms, their applications to system identification and ANC problems are studied. In particular, a new FX-VR-QRRLM ANC algorithm is proposed with its convergence performance characterized. The new FX-VR-QRRLM employs the error signal, which is the only signal available from the error microphone, directly for updating the weight vector. Thus, improved robustness in CG noises and better convergence performance over conventional ANC realizations using the approximated desired signal can be obtained. The proposed theoretical analysis helps to address challenging problems in its performance analysis and related algorithms under impulsive noises and regularization. It is also found to be in good agreement with computer simulation.

It should be noted that we considerably extend our previous work in [13] in the following aspects. Different from the brief analytic results in [13], the detailed derivations of the difference equations are provided and the effect of the regularization term on the tradeoff between variance and bias is thoroughly investigated. Also, the analysis is further extended to the case of CG noises and instead of choosing the regularization parameter using an empirical formula as in [13], an analytic formula is derived to determine this parameter by considering the steady-state MSE deviation of the regularized optimal solution from the Wiener solution. Apart from these contributions, extensive simulations have been carried out to demonstrate the effectiveness of the proposed algorithm as well as the performance analyses. In particular, a practical application of the proposed algorithm to an ANC system is considered and a new variant of the proposed algorithm, called FX-VR-QRRLM algorithm, is developed.

The rest of the paper is organized as follows. In Section II, the R-QRRRLM algorithm is proposed. Section III is devoted to the performance analysis of the R-QRRRLM algorithm and the selection of the regularization parameter for the VR-QRRRLM algorithm. Computer simulations for verifying the theoretical analyses and comparison with other RLS-like algorithms are presented in Section V. Its applications to acoustic system identification and ANC will also be presented. Finally, conclusions are drawn in Section VI.

II. REGULARIZED QRRLM ALGORITHM

A. QRRLM Algorithm

Consider the adaptive system identification problem where an input signal $x[n]$ is applied simultaneously to an $L$-order adaptive transversal filter with weight vector $W[n] = \{w_1(n), w_2(n), \ldots, w_L(n)\}^T$ and an unknown system to be identified with an impulse response $H_0 = [h_1, h_2, \ldots, h_L]^T$. Let $X[n] = [x(n), x(n-1), \ldots, x(n-L+1)]^T$ be the input vector. Then the output of the adaptive filter is $y[n] = X^T(n)W[n]$. The measured output of the system is used as the desired signal $d(n)$ of the adaptive filter

$$d(n) = X^T(n)H_0 + \eta(n), \quad (1)$$

where $\eta(n)$ denotes the additive noise or possible modeling error. The adaptive filter aims to minimize error measurement of the estimation error $e(n) = d(n) - y(n)$.

In the RLM algorithm [6], [7], the following M-estimate cost function is minimized

$$J_p(n) = \sum_{i=0}^{n} \lambda_{n-i}(n) \rho(e(i)), \quad (2)$$

where $\lambda_{n-i}(n)$ serves the purpose of an exponential window which puts less weight to errors at distant past. For example, it can be chosen as $\lambda^{n-i}$, where $\lambda$ is a constant forgetting factor (FF) or can be updated adaptively as in variable FF algorithms [22]. $\rho(\cdot)$ is an M-estimate function such as the modified Huber (MH) function in (3) or other appropriate functions, say the Hampel’s three part redefining function [26] or the bisquare functions [27],

$$\rho(e) = \begin{cases} \frac{e^2}{2} & |e| \leq \xi, \\ \frac{\xi^2}{2} - \frac{e^2}{2} & |e| > \xi. \end{cases} \quad (3)$$

$\xi$ is a threshold used to control the suppression of outliers and adaptation speed. It can be seen that large estimation error, which may be due to outliers, is significantly suppressed by the M-estimate function. In the adaptive threshold selection (ATS) method proposed in [6], [7], $e(n)$ is assumed to be Gaussian distributed except being corrupted occasionally by additive impulsive noises. By estimating the variance of “impulse-free” estimation error $\hat{\sigma}^2(n)$, it is possible to detect and reject the impulses in $e(n)$. Specifically, the probability of $|e(n)|$ greater than a given threshold $T$ is $\text{erfc}(T\hat{\sigma}(n)/\sqrt{2})$, where $\text{erfc}$ is the complementary error function, and $\hat{\sigma}(n)$ is the standard deviation of $\hat{\sigma}^2(n)$. By using the robust variance estimate [6]:

$$\hat{\sigma}^2(n) = \lambda_{\sigma} \hat{\sigma}^2(n-1) + c_1(1 - \lambda_{\sigma}) \text{median} \{A_r(n)\}, \quad (4)$$
the following adaptive threshold can be obtained:
\[ \xi = k_{\xi} \hat{\sigma}^2(n), \]
where \( \text{median}[A_{v}(n)] \) is the median value of the vector \( A_{v}(n) = \{e^2(n), \ldots, e^2(n - N_w + 1)\} \), \( N_w \) is the length of the estimation window, \( \text{c}_1 = 2.13 \) is a finite sample correction factor, \( \lambda_{\xi} \) is a positive FF close to but smaller than one and \( k_{\xi} \) is a constant used to control the suppression of impulsive interference and the corresponding reduction in convergence rate. A reasonable value of \( k_{\xi} \) is 2.576 and the window length \( N_w \) is usually chosen between 5 and 9 [5]. It should be noted that, the error nonlinearity of the M-estimation function (M-nonlinearity) helps to suppress the impulsive noise in exchange for a slightly slower adaptation rate than that in the Gaussian noise, which has been studied in [24]. Therefore, the performance of the M-estimation based algorithms, such as convergence speed, is generally very slightly degraded in the Gaussian noise environment, as compared to its LS counterparts.

By setting the first partial derivative of \( J_p(n) \) with respect to \((\text{w.r.t.)} W(n)\) to zero, it was shown in [6] that the optimal weight vector satisfies the M-estimate normal equation:
\[ \mathbf{R}_{X_p}(n)W(n) = \mathbf{P}_{X_p}(n), \]
where \( \mathbf{R}_{X_p}(n) = \sum_{i=0}^{n} \lambda_{n-i}(n)q(e(i))X(i)X^T(i) \) and \( \mathbf{P}_{X_p}(n) = \sum_{i=0}^{n} \lambda_{n-i}(n)q(e(i))d(i)X(i) \) are the M-estimate covariance matrix of \( X(n) \) and the M-estimate cross-correlation vector of \( d(n) \) and \( X(n) \), respectively, and \( q(e) = \rho'(e)/e = [\partial \rho(e)/\partial e]/e \). In order to prevent the values of \( \mathbf{R}_{X_p}(n) \) and \( \mathbf{P}_{X_p}(n) \) from continuously decreasing when a series of impulses is encountered, \( \lambda_{n-i}(n) \) can be updated as follows [7]
\[ \lambda_{n-i}(n) = \lambda n_{n-i-1}(n-1), \]
where \( \lambda_{n-i}(n) = \lambda \) if \( e(n) < \xi \), or \( \lambda_{n-i}(n) = 1 \) otherwise.

Applying the iterative reweighted LS method to (6), the following RLM algorithm can be obtained [8],
\[ \mathbf{P}(n) = \mathbf{P}_{X_p}(n), \]
\[ \mathbf{K}(n) = \frac{q(e(n))\mathbf{P}(n-1)X(n)}{\mathbf{P}(n-1)X(n) + q(e(n))X^T(n)\mathbf{P}(n-1)X(n)}, \]
\[ \mathbf{W}(n) = \mathbf{W}(n-1) + [d(n) - \mathbf{W}(n-1)X(n)]\mathbf{K}(n), \]
where \( \mathbf{P}(n) \) is the recursive update of \( \mathbf{R}_{X_p}(n) \). For the LS cost function, \( q(e(n)) = 1 \), whereas for the MH cost function, \( q(e(n)) = 1 \) when \( |e(n)| \) is smaller than the threshold \( \xi \), and zero otherwise. For the latter, the factor \( q(e(n)) = 1 \) in the denominator of \( \mathbf{K}(n) \) can be dropped without affecting the solution. Eqn. (8) can also be efficiently implemented using a QR-based implementation [8] as summarized in Tables I (the first QRD only). This QRRLM algorithm is mathematically equivalent to but has higher numerical stability than the RLM algorithm. Also, it is known that the arithmetic complexity of the QRRLM algorithm is of the order \( O(L^2) \) [8].

### B. R-QRRLM and VR-QRRLM

In some acoustic and related applications, the input to the adaptive filter is speech or other acoustic signals. Hence, the adaptive filter may not be persistently excited when the input signal level is very low. Consequently, the covariance matrix \( \mathbf{R}_{X_p}(n) \) may be ill-conditioned and a large estimation variance will result. To address this potential problem, we propose to include a regularization term on the adaptive filter coefficients in the M-estimate objective function to limit the variation in the coefficient vector \( W(n) \). This gives the following regularized M-estimate objective function:
\[ J_{R\cdot\rho}(n) = J_p(n) + \frac{1}{L} \sum_{i=1}^{L} p_{\kappa}(w_i(n)), \]
where \( p_{\kappa}(\cdot) \) is the regularization function with \( \kappa \) being the regularization parameter. The commonly-used regularization functions include the \( L_2 \) regularization function: \( p_{\kappa}(w_i(n)) = \|w_i(n)\|_2^2 \); \( L_1 \) regularization function: \( p_{\kappa}(w_i(n)) = \|w_i(n)\|_1 \); and SCAD function [10]. To solve (9), the iterative reweighted LS method is frequently used, where the regularization function \( p_{\kappa}(\cdot) \) is approximated locally by a quadratic function of \( w_i(n) \) and the resultant objective function becomes
\[ J_{R\cdot\rho}(n) = J_p(n) + \kappa \|D(n)W(n)\|_2^2, \]
where \( D(n) \) is a weighting matrix used to approximate different regularization methods. For instance, \( D(n) = 1 \) is an identity matrix for \( L_2 \) regularization or the generalized inverse of the matrix \( \text{diag}\left\{ \sqrt{w_1(n-1)}, \ldots, \sqrt{w_L(n-1)} \right\} \) for \( L_1 \) regularization. Unlike the cost function in (2), the regularized problem in (9) or (10) cannot be solved simply by the recursive QRD algorithm due to the additional regularization term. A solution is to apply the regularization successively using QRDE. More precisely, at each time instant, the QRD is executed once for the data vector \( \sqrt{q(e(n))}X(n) \) and \( d(n) \), and once for the regularization vector \( \sqrt{q(e(n))}d(n) \), whereas for the regularizer vector \( \sqrt{q(e(n))}d(n) \), the vector is applied sequentially, then \( I = (n \text{mode} L) + 1 \). Therefore the complexity of the R-QRRLM algorithm is twice that of the QRRLM algorithm.

If the regularization parameter \( \kappa(n) \) is made variable at each iteration, the R-QRRLM algorithm yields the VR-QRRLM algorithm. The selection of variable regularization parameter will be presented later in Section IV, since it is developed from the mean square convergence analysis introduced in Section III.
will be seen later in Section IV, since only a few extra multiplications are needed for calculating $\kappa(n)$, the complexity of the VR-QRRLM algorithm is comparable to that of the R-QRRLM algorithm.

III. PERFORMANCE ANALYSIS OF R-QRRLM

The above QR implementation of the regularized RLM algorithm can be written as the following equivalent update

$$W(n+1) = W(n) + R_{X_p^{-1}}(n) \left[ \frac{X(n)\psi(e(n))}{\lambda + X^T(n)R_{E,XX}^{-1}(n)X(n)} \right]$$

$$+ \frac{\tau(n)\psi(e(n))}{\lambda + \tau^T(n)R_{E,\tau^{-1}}(n)\tau(n)}.$$

(11)

where $e(n) = -\sqrt{\mu}W^T(n)d_k^T$, $\tau(n) = \sqrt{\mu}d_k^T$. For notational simplicity, we have also used $\psi(e) = \psi'(e)$, $R_{X_p^{-1}}(n) = P_n$ and $R_{E,XX}^{-1}(n) = g(e(n))P_n$. If the MH cost function or non-linearity is used, $R_{E,XX}^{-1}(n)$ can be chosen as $R_{X_p^{-1}}(n)$ without affecting the update. The last two terms on the right hand side correspond, respectively, to the data and regularization updates.

We shall study the case for Gaussian inputs and additive noises first and then extend this to CG noises later in Section III-C. For simplicity, we shall consider the case with fixed FF and use the following assumptions:

(A1) $\{X(n)\}$ is zero-mean Gaussian distributed with covariance matrix $R_{XX}$;

(A2) $\{\eta(n)\}$ is white Gaussian-distributed with zero mean and variance $\sigma^2$ and it is uncorrelated with $\{X(n)\}$;

(A3) the weight error vector $\{W(n)\}$ is independent of $\{X(n)\}$ and $\{\eta(n)\}$;

(A4) $P(n) = R_{X_p^{-1}}(n) \approx R_{E,XX}^{-1}(n) \approx E[R_{E,XX}^{-1}(n)]$, where $R_{E,XX}(n) = \lambda R_{E,XX}(n-1) + |X(n)X^T(n) + r(n)r^T(n)|$;

(A5) The MH or LS cost function is used.

(A3) is the independent assumption which is commonly introduced to simplify the analysis. On the other hand, (A4) assumes that the robust covariance estimate $R_{E,XX}^{-1}(n)$ is close to the conventional covariance estimate $R_{XX}^{-1}(n)$, which in turn can be approximated by its expected value. (A1) has been verified in [7] while (A2) is commonly used in the analysis of the RLS [22] and RLM algorithms. From (A4), we can evaluate $R_{E,XX}^{-1}(n)$ by using the following identity: $I = E[R_{E,XX}(n)R_{E,XX}^{-1}(n)]$, where $R_{E,XX}(n) = \sum_{i=1}^{n} \lambda^{n-i} \{X(i)X^T(i) + r(i)r^T(i)\}$. According to the averaging principle, $R_{E,XX}^{-1}(n)$ is assumed to be independent of $X(i)X^T(i)$ and $r(i)r^T(i)$. Hence, we have

$$1 - \frac{\lambda^n}{1 - \lambda} \left( R_{XX} + \frac{\mu}{L}D^2 \right)^{-1} E[R_{E,XX}^{-1}(n)] = I.$$

(12)

Here, $D(n)$ is assumed to be a constant matrix $D$. Therefore, $R_{E,XX}^{-1}(n) = \left[ 1 - (1 - \lambda)(1 - \lambda^n) \right] (R_{XX} + (\mu/L)D^2)^{-1} - 1$ and

$$\lim_{n \to \infty} E[R_{E,XX}^{-1}(n)] = R_{E,XX}^{-1} = (1 - \lambda)R_{XX} + (\mu/L)D^2)^{-1}$$

for large $n$.

A. Mean Convergence Analysis

We now present the mean convergence behavior of the proposed algorithm with the LS or MH cost function for Gaussian inputs and additive noises. First, we assume that the algorithm is convergent. The condition of convergence will be shown later in this section. Then, we can subtract the optimal solution of the R-QRRLM algorithm, $W(\infty)$, from (11), and take the expectation on its both sides over $\{v, X, \eta\}$ to obtain:

$$E[v(n+1)] - E[v(n)] = R_{E,XX}(n) \left( L_1 + L_1' \right).$$

(13)

where $L_1 = E[X(n)\psi(e(n))]/(\lambda + X^T(n)R_{E,XX}^{-1}(n)X(n))$, $L_1' = E[\tau(n)\psi(e(n))]/(\lambda + \tau^T(n)R_{E,\tau^{-1}}(n)\tau(n))$, and $v(n) = W(\infty) - W(n)$ is the weight error vector. For notational simplicity, the expectation over $\{v(n), X(n), \eta(n)\}$, $E[v(n), X(n), \eta(n)]$, is denoted as $E[\cdot]$. Note, we have used the approximation (A4) in obtaining (13) and the MH and LS cost functions assumed in (A5) allow us to drop the factor $g(e(n))$ in the denominator to simplify the evaluation. For other M-nonlinearity [21], it also serves as a good approximation. By dropping the time index of $X$, $v$, and $n$, and using (A3), $L_1$ and $L_1'$ can be simplified to

$$L_1 = E[X \{ \frac{X^T}{\lambda + X^T R_{E,XX}^{-1}(n)X} \} v \} = E[\psi]\Lambda.$$

(14)

Moreover, it is shown in Appendix A that

$$A \approx A_\psi \{ \sigma^2(\eta) \} R_{zz}(n)\psi'(\eta).$$

(15)

Here $A_\psi \{ \sigma^2(\eta) \} = E[X \{ \psi(e)\psi\}]$, $\sigma^2(\eta) = E[\psi^2(e)]R_{XX} \psi'(\eta)$, $\psi' = A' + \psi(n)$, $\Delta \psi = \psi - \psi(\Lambda \psi)Q\psi$, $Q = \Upsilon A^T \Upsilon$, with $R_{XX} = U \Lambda U^T$ and $L_{XX} = R_{E,XX}(n) L_{XX} = U \Lambda^T$ being respectively the eigen-decomposition of $R_{XX}$ and $L_{XX} R_{E,XX}^{-1}(n) L_{XX}$, $\Lambda = U \Lambda^T \Upsilon^{-1}$. For notational convenience, we have dropped the time argument $n$ of $\Upsilon(\eta)$, $\Lambda(\eta)$ and $Q(\eta)$. $I(\Lambda)$ is a diagonal matrix with its $(i,i)$-th entry given by the Abelian integral, $I_i(\Lambda) = \int_0^\infty [\exp(-\beta \lambda)/((2\beta \lambda)^{-1} + 1)](\Upsilon^T)_{i,i}(2\beta \lambda)^{-1} + 1)^{1/2} d\delta$, where $\alpha_i$ is the $i$-th eigenvalue of $\Lambda$. Similarly,

$$L_1' = \frac{n}{L} D^T \bar{\psi}'(n),$$

(16)

where $\bar{\psi}'(n) = \psi'(\sqrt{\mu}d_k, w_k(n)), \cdots, \psi'(\sqrt{\mu}d_k, w_k(n))$, $\sqrt{\mu}d_k(n) = E[v(n)]\psi(-\sqrt{\mu}d_k, w_k(n))$ with $d_k, w_k$ being the $k$-th element of $d_k, w_k$ and the $k$-th element of $d_k, w_k$, $\bar{\psi}'(n)$ is a diagonal matrix, and $\sigma^2(\eta)$ is the $(k,k)$-th element of $R_{E,XX}^{-1}(n)$.

Substituting (14)–(17) into (13), the following difference equation is obtained

$$E[v(n+1)] \approx \left( I - A_\psi (\sigma^2) R_{E,XX}^{-1}(n) \right) E[v(n)]$$

$$- R_{E,XX}^{-1}(n) \left[ A_\psi \{ \sigma^2 \} R_{zz}(n) \Delta \psi + \frac{n}{L} D^T \bar{\psi}'(n) \right],$$

(18)

where for notational simplicity, $A_\psi (\sigma^2)$ is simply written as $A (\sigma^2)$. As mentioned, we first assume that the algorithm converges so as to determine $W(\infty)$. Then, we shall show that the
algorithm is convergent for \( \lambda \) sufficiently close to 1 with persistent excitation. If the algorithm converges, \( \lim_{n \to \infty} E[v(n)] = 0 \) and the second term in (18) becomes zero. Consequently,

\[
A_{\phi}(\sigma_{\phi}^2) \hat{R}_{xx} \Delta W = -\frac{\sqrt{\mu}}{\mu} D W(\infty).
\]

(19)

where \( \hat{R}_{xx} = \tilde{R}_{xx}(\infty) \). At the steady state, \( \tilde{\psi}(\infty) = -\frac{\sqrt{\mu}}{\mu} D W(\infty) \) since the M-estimate should clip error signal with extremely large amplitude, which is possibly corrupted by impulses. Then the optimal solution to the R-QRRLM algorithm can be derived

\[
r_{xd} = QI^{-1}(\tilde{\Lambda}) Q^{-1} \left( \hat{R}_{xx} + \frac{\mu}{A_{\phi}(\sigma_{\phi}^2(\infty))} D W(\infty) \right) W(\infty),
\]

(20)

where \( D = D' D \) and \( H_0 = R_{XX}^{-1} r_{xd} \) has been used.

Moreover, as \( R_{XX}(n) \approx (1/(1-\lambda)) [R_{XX} + (\mu/L) D] = \hat{R}_{xx} \) for large \( n \), it follows that \( \tilde{U} = \hat{R}_{xx} \tilde{X} = (1/(1-\lambda)) [I + (\mu/L) D' \hat{R}_{xx}^{-1} D] \). If \( (\mu/L) D' \hat{R}_{xx}^{-1} D \) is sufficiently small compared with the identity matrix, then \( \hat{U} \approx I \) and \( I(\tilde{\Lambda}) \approx (1/(1-\lambda)) [E(\lambda) / I] + (\mu/L) D' \hat{R}_{xx}^{-1} D \). Since \( (\mu/L) D' \hat{R}_{xx}^{-1} D \) is small compared with the identity matrix, then \( \hat{U} \approx I \) and \( I(\tilde{\Lambda}) \approx (1/(1-\lambda)) [E(\lambda) / I] + (\mu/L) D' \hat{R}_{xx}^{-1} D \). I.e., the exponential integral function. Thus, \( \hat{R}_{xx} \approx E(\lambda) R_{XX} \) and (20) is reduced to

\[
\left( R_{XX} + \frac{\mu}{A_{\phi}(\sigma_{\phi}^2(\infty))} E(\lambda) E(\lambda)^T \right) W(\infty) \approx r_{xd}. \]

(21)

To achieve a given regularization or diagonal loading, say \( \mu_{\gamma_k} \), at the \( k \)-th diagonal, we can set the regularization matrix \( D \) as \( D_{k,k} = \hat{R}_{xx}(\sigma_{\phi}^2(\infty)) E(\lambda)(\lambda + \mu_{\gamma_k} \Delta \hat{R}_{xx}) \gamma_k \).

Note, the solution \( W(\infty) \) is biased. Let \( G(\mu) = R_{XX} + \mu /[A_{\phi}(\sigma_{\phi}^2(\infty)) E(\lambda) E(\lambda)^T] D' \). The one gets from (21) that \( G(\mu) [H_0 - \Delta W] \approx R_{XX} H_0 \) and after some manipulation \( \Delta W = \mu/[A_{\phi}(\sigma_{\phi}(\infty)) E(\lambda)] G^{-1}(\mu) D' H_0 \).

To study the convergence rate of the proposed algorithm, we shall focus on the term in the curved bracket in (18), which can be further simplified to

\[
E \left[ V(n+1) \right] = \left( I - A_{\phi}(\sigma_{\phi}^2) \tilde{I}(\tilde{\Lambda}) \right) E \left[ V(n) \right],
\]

\[
- Q^T R_{E,X}(n) \left[ A_{\phi}(\sigma_{\phi}^2) \hat{R}_{xx}(n) \Delta W + \frac{\sqrt{\mu}}{\mu} D \tilde{\psi}(n) \right], \]

(22)

by expressing \( \tilde{\psi}(n) \) in the canonical coordinate \( V(n) = Q^T \psi(n) \). Therefore, the mean weight error vector will converge if \( |1 - A_{\phi}(\sigma_{\phi}^2) \tilde{I}(\tilde{\Lambda})| < 1 \).

It can be seen from (1-4) in Appendix A that, for small \( \mu \), \( \tilde{\Lambda}_i \geq 1 \) and \( \tilde{\Lambda}_i \) decreases as \( \mu \). For \( \mu = 0 \) and LS objective function, we obtain the conventional RLS algorithm and the Abelian integral reduces to the exponential integral. Moreover,

\[
\tilde{\Lambda}_i^{-1} I_e(\tilde{\Lambda}) < \int \frac{1}{(2\beta + \tilde{\Lambda}_i)} \exp \left( -\frac{\beta}{2\tilde{\Lambda}_i} \right) d\beta = \frac{1}{2} \int \frac{1}{\tilde{\Lambda}_i} \exp \left( -\frac{1}{2}(t - \tilde{\Lambda}_i)\lambda \right) \frac{dt}{t}, \]

(23)

where we have used the identity \( (1/2) \exp[x/t] \ln(1 + (2/x)) < E_I(x) < \exp(x) \ln(1 + (1/x)) \). From (23), it can be seen that for \( \lambda \) sufficiently close to 1, one gets

\[
\tilde{\Lambda}_i^{-1} I_e(\tilde{\Lambda}) = \frac{1}{2} \int \frac{1}{\tilde{\Lambda}_i} \exp \left( -\frac{1}{2}(t - \tilde{\Lambda}_i)\lambda \right) \ln \left( 1 + \frac{2}{\lambda \tilde{\Lambda}_i} \right), \]

(24)

Furthermore, since \( A_{\phi}(\sigma_{\phi}^2) \tilde{I}(\tilde{\Lambda}) < 1 \) and hence the mean error weight vector of the algorithm is convergent if \( R_{E,X}(n) \) is nonsingular or the system is persistently exciting. If \( R_{E,X}(n) \) is singular due to the lack of input excitation, the regularization term will help to reduce the variance of the estimator as revealed by the mean square convergence analysis below. However, it can be seen from (21) that a bias which is proportional to \( \mu \) will be introduced. Hence, regularization should be applied only when \( R_{E,X}(n) \) is ill-conditioned. The selection of the regularization parameter will be investigated in Section IV.

### B. Mean Square Convergence Analysis

Assuming \( \tilde{\psi}(n) \) depends weakly on \( F[\psi(n)] \), then post-multiplying \( \psi(n) \) by its transpose and taking expectation gives

\[
\mathbb{E}[v(n+1)] = \mathbb{E}[v(n)] - \mathbb{E}[v(n)] \left( \mathbb{E}[v^T(n)] \right) = S_0^T \left( \mathbb{E}[v(n)] \right) \]

\[
= S_0^T \left( \mathbb{E}[v(n)] \right) \approx A_{\phi}(\sigma_{\phi}^2 \hat{R}_{xx}(n)) \mathbb{E}[v(n)].
\]

where

\[
S_0 = S_4 + S_5 + S_6 + S_7 = E \left[ \psi^2(n) \right] \psi(n) \mathbb{E}[v(n)],
\]

\[
S_3 = S_4 + S_5 + S_6 + S_7 \]

\[
S_4 = E \left[ \psi^2(e(n)) \mathbb{E}[v(n)]^T \right] \left( \lambda + X^T(n) R_{E,X}(n) X(n) \right)^T,
\]

\[
S_5 = E \left[ \psi^2(e(n)) \mathbb{E}[v(n)]^T \right] \left( \lambda + X^T(n) R_{E,X}(n) X(n) \right),
\]

\[
S_6 = E \left[ \psi^2(e(n)) \mathbb{E}[v(n)]^T \right] \left( \lambda + X^T(n) R_{E,X}(n) X(n) \right)^T
\]

\[
= E \left[ \psi^2(e(n)) \mathbb{E}[v(n)]^T \right] \left( \lambda + X^T(n) R_{E,X}(n) X(n) \right),
\]

\[
= E \left[ \psi^2(e(n)) \mathbb{E}[v(n)]^T \right] \left( \lambda + X^T(n) R_{E,X}(n) X(n) \right)
\]

\[
= S_6^T.
\]
\[ \Xi_{v,v}(n) = E[v(n)[u^T(n) + \Delta W^T]] = \Xi_{v,v}(n) + E[v(n)\Delta W^T] \]

and \[ \Xi_{w,v}(n) = E[v(n)u^T(n)] \]. \( \text{s}_3 \) is evaluated in Appendix B to be

\[ \text{s}_3 \approx C_\psi \left\{ \sigma^2_\psi \right\} I_1 + B_\psi \left\{ \sigma^2_\psi \right\} I_2, \]

(26)

where \( I_1 = 2Q(\text{R}_{w,v} \circ \Gamma(\mathbf{A}))Q^T \), the symbol “\( \circ \)” denotes element-wise matrix product and \( \text{R}_{w,v} = Q^T\psi^T\psi Q \).

\[ I_2 = Q^T\left( \Sigma_\psi \right)^{-1}Q, \quad C_\psi(\sigma^2_\psi) = \left\{ d/\sigma^2_\psi \right\} E[\psi^3(e)], \quad B_\psi(\sigma^2_\psi) = E[e^2], \quad \Gamma(\mathbf{A}) = \text{a matrix with its (i,j)-th entry given by the integral and } \Gamma(p) = \int_0^\infty \beta \exp(-\beta) \lambda^{-1} d\beta \]

is a diagonal matrix with its i-th entry given by

\[ \Gamma(p)^{\lambda^{-1}} = \left( \int_0^\infty \beta \exp(-\beta) (2\beta\lambda^{1/2} + 1) \right)^{\lambda^{-1}} d\beta. \]

Similarly, it was found after some manipulation that

\[ S_\psi = \frac{\mu}{L} \text{D} \text{D}\psi(n) \text{D}^T, \]

(27)

where \( \text{D}\psi(n) = (\mu/L) \sum_{k=1}^L \psi(e_{d-k}) d_{d-k}^T d_k \) is a diagonal matrix with its i-th element \( \mu/L \sum_{k=1}^L \psi(e_{d-k}) \). Substituting (26)–(28) into (25) yields

\[ \Xi_{v,v}(n+1) = \Xi_{v,v}(n) - \text{R}_{v,v}^{-1}(n) \times \left\{ A_\psi \left( \sigma^2_\psi \right) \hat{\mathbf{r}}_{x,v}(n) \Xi_{v,v}(n) + \sqrt{\frac{\mu}{L}} \text{D} \psi(n) E[\psi^T(n)] \right\} + \left\{ B_\psi \left( \sigma^2_\psi \right) \Xi_{v,v}(n) \hat{\mathbf{r}}_{x,v}(n) + \sqrt{\frac{\mu}{L}} E[v(n)] \mathbf{D}^T \right\} \times \text{R}_{v,v}^{-1}(n) \times \left\{ A_\psi \left( \sigma^2_\psi \right) \hat{\mathbf{r}}_{x,v}(n) \left[ E[v(n)] + \Delta W \psi^T(n) \right] \right\} \]

(29)

We now analyze the steady-state EMSE of the algorithm. It is shown in Appendix C that the algorithm is also convergent in the mean square sense. Hence, at the steady state, we have

\[ \Xi_{v,v}(\infty) = \Xi_{v,v}(\infty) - A_\psi \left( \sigma^2_\psi(\infty) \right) \hat{\mathbf{r}}_{x,v}(\infty) \]

\[ = A_\psi \left( \sigma^2_\psi(\infty) \right) \Xi_{v,v}(\infty) \Phi \]

\[ + B_\psi \left( \sigma^2_\psi(\infty) \right) \Xi_{v,v}(\infty) \Phi \]
and $\phi_{BH,\text{MER}}$ is slightly larger than $\phi_{BH,\text{RLS}}$. Thus, their performances in Gaussian noise are very similar. In the presence of outliers, however, the performance of the regularized RLS algorithm, like the conventional RLS algorithm, will be significantly degraded compared to the regularized RLM algorithm. This is also observed from simulation results to be presented in Section V.

C. Mean and Mean Square Behaviors in CG Noise

We now analyze the mean and mean square behaviors of the R-QRRLM algorithm in CG noise environment. It will shed light on how the LS-based algorithm is affected by the impulsive noise and why the M-estimate algorithms are more robust theoretically. From the previous analysis, we note that the assumption of Gaussian input and additive noise allows us to use the Price’s theorem to decouple with the complicated effect of the nonlinearity. For most M-estimate functions which suppress outliers with large amplitude, the convergence rate will only be slightly impaired after employing ATS. We shall show in the following that the impulsive noise can be effectively suppressed and the EMSE is similar to the case where only Gaussian noise is present. On the other hand, the EMSE of the LS-based algorithm will be substantially affected by the impulsive CG noise. Although the Price’s theorem is originally proposed for Gaussian variants, it was shown in [23] to be applicable to independent mixtures, and hence Gaussian mixtures. This extension of the Price’s theorem was employed in the analysis of the LMS and NLMS algorithms with MH nonlinearity and CG noise in [21] and a related algorithm in [4]. Similar techniques were also employed in analyzing the RLM [7] and the N-RLS algorithms [24].

1) Mean Behavior: For the analysis in this section, $\eta$ is a CG noise defined as

$$\eta(n) = \eta_0(n) + \eta_m(n) = \eta_0(n) + b(n)\eta_w(n),$$

(36)

where $\eta_0(n)$ and $\eta_w(n)$ are both independent and identically distributed (i.i.d) and zero mean Gaussian sequences with variance $\sigma_0^2$ and $\sigma_w^2$, respectively. $b(n)$ is an i.i.d Bernoulli random sequence whose value at any time instant is either 0 or 1 with occurrence probability $p_r$. Therefore, $\eta(n)$ is a Gaussian mixture consisting of two components $\eta_0(n)[b(n) = 0]$ and $\eta_1(n) = \eta_0(n) + \eta_w(n)[b(n) = 1]$, each with zero mean and variance $\sigma_0^2$ and $\sigma_1^2$, respectively.

$$E_{\{X,\eta\}}[f(X,\eta)(n)] = (1 - p_r)E_{\{X,\eta_0\}}[f(X,\eta_0(n))]+ p_r E_{\{X,\eta_1\}}[f(X,\eta_1(n))],$$

(37)

where $f_X(X,\eta)(n)$ is an arbitrary quantity whose statistical average is to be evaluated. Since $X(n)$, $\eta_0(n)$ and $\eta_0(n)$ are Gaussian distributed, each of the expectation on the right hand side can be evaluated using the Price’s theorem. Consequently, the results in Section III-A can be carried forward to the CG noise case by firstly changing the noise power respectively to $\sigma_0^2$ and $\sigma_1^2$, and then combining the two results using (37).

Recall the relation of the mean weight-error vector in (13):

$$L_1 - L_1^U = E\left[\psi(n)\psi(\omega(n))\right]/(\lambda + \lambda^T(n)R_{\text{R},\text{X}}(n)X(n)) = p_r L_{1L} + (1 - p_r)L_q,$$

(38)

where $L_1 = E[\psi(n)\psi(\omega(n))]/(\lambda + \lambda^T(n)R_{\text{R},\text{X}}(n)X(n))$. Similarly $L_{1L}$ and $L_q$ are, respectively, the expectation for $L_1$ w.r.t. $\{v, X, \eta_0\}$ and $\{v, X, \eta_1\}$. From (14), $L_1 = A_{\psi}(\sigma_{1L}^2(\eta_0))R_{\text{R},\text{X}}(n)\psi(\omega(n))$, for $i = g, \gamma$, where $\sigma_{1L}^2(\eta_0) = \lambda^T(n)R_{\text{R},\text{X}}(n)\psi(\omega(n)) + \sigma_{1}^2$ and $\sigma_{1L}^2(\eta_1) = E[\psi^T(n)R_{\text{R},\text{X}}(n)\psi(\omega(n))] + \sigma_{1}^2$. Hence, $L_1 \approx \tilde{A}_{\psi}(\eta_0)R_{\text{R},\text{X}}(n)\psi(\omega(n))$, where $\tilde{A}_{\psi}(\eta_0) = (1 - p_r)A_{\psi}(\sigma_{1L}^2(\eta_0)) + p_r A_{\psi}(\sigma_{1L}^2(\eta_1))$. On the other hand, it was found that $L_1^U = (\sqrt{\mu}/L)D^T\tilde{\psi}(n)$. Thus $L_1 = (\sqrt{\mu}/L)D^T\tilde{\psi}(n)$. Consequently, the difference (38) becomes

$$E[\psi(n+1)] \approx \left(I - \tilde{A}_{\psi}(\eta_0)R_{\text{R},\text{X}}(n)\tilde{R}_{\text{R},\text{X}}(n)^{-1}\right)E[\psi(n)] - R_{\text{R},\text{X}}^{-1}(n)\tilde{A}_{\psi}(\eta_0)\tilde{R}_{\text{R},\text{X}}(n)\Delta W + (\sqrt{\mu}/L)D^T\tilde{\psi}(n),$$

(39)

At the steady state, we have from (39) the optimal solution to the R-QRRLM algorithm after some manipulations as:

$$r_{sd} = QI^{-1}(\tilde{\Lambda})Q^{-1}\left(R_{\text{R},\text{X}} + \frac{\mu}{\tilde{A}_{\psi}(\infty)\lambda}D^T\right)W(\infty).$$

(40)

Again, if $\mu/L||D^2||_2$ is sufficiently small, then $\tilde{U} \approx I$ and $\tilde{I}(\tilde{\Lambda}) \approx E(\lambda)I$. Consequently, $QI(\tilde{\Lambda})Q^{-1} \approx E(\lambda)Q^{-1} = E(\lambda)R_{\text{R},\text{X}}$ and (40) is reduced to

$$\left(R_{\text{R},\text{X}} + \frac{\mu}{\tilde{A}_{\psi}(\infty)\lambda}D^T\right)W(\infty) = r_{sd}.$$

(41)

For notational convenience, the approximate symbol has been replaced by the equality symbol. This yields the same form as (21), except for $\tilde{A}_{\psi}(\eta_0)$. Similar argument regarding the mean convergence in Section III-A also applies to (41).

2) Mean Square Behavior: Using a similar approach as in Section III-B, it can be shown that

$$E_{\{X,\eta\}}[v(n+1)] = E_{\{X,\eta\}}[v(n)] - R_{\text{R},\text{X}}^{-1}(n)\left[L_1 - L_1^U \right],$$

(38)

where $L_1 = E[\psi(n)\psi(\omega(n))]/(\lambda + \lambda^T(n)R_{\text{R},\text{X}}(n)X(n))$. Similarly $L_{1L}$ and $L_q$ are, respectively, the expectation for $L_1$ w.r.t. $\{v, X, \eta_0\}$ and $\{v, X, \eta_1\}$. From (14), $L_1 = A_{\psi}(\sigma_{1L}^2(\eta_0))R_{\text{R},\text{X}}(n)\psi(\omega(n))$, for $i = g, \gamma$, where $\sigma_{1L}^2(\eta_0) = \lambda^T(n)R_{\text{R},\text{X}}(n)\psi(\omega(n)) + \sigma_{1}^2$ and $\sigma_{1L}^2(\eta_1) = E[\psi^T(n)R_{\text{R},\text{X}}(n)\psi(\omega(n))] + \sigma_{1}^2$. Hence, $L_1 \approx \tilde{A}_{\psi}(\eta_0)R_{\text{R},\text{X}}(n)\psi(\omega(n))$, where $\tilde{A}_{\psi}(\eta_0) = (1 - p_r)A_{\psi}(\sigma_{1L}^2(\eta_0)) + p_r A_{\psi}(\sigma_{1L}^2(\eta_1))$. On the other hand, it was found that $L_1^U = (\sqrt{\mu}/L)D^T\tilde{\psi}(n)$. Thus $L_1 = (\sqrt{\mu}/L)D^T\tilde{\psi}(n)$. Consequently, the difference (38) becomes

$$E[\psi(n+1)] \approx \left(I - \tilde{A}_{\psi}(\eta_0)R_{\text{R},\text{X}}(n)\tilde{R}_{\text{R},\text{X}}(n)^{-1}\right)E[\psi(n)] - R_{\text{R},\text{X}}^{-1}(n)\tilde{A}_{\psi}(\eta_0)\tilde{R}_{\text{R},\text{X}}(n)\Delta W + (\sqrt{\mu}/L)D^T\tilde{\psi}(n),$$

(39)

At the steady state, we have from (39) the optimal solution to the R-QRRLM algorithm after some manipulations as:

$$r_{sd} = QI^{-1}(\tilde{\Lambda})Q^{-1}\left(R_{\text{R},\text{X}} + \frac{\mu}{\tilde{A}_{\psi}(\infty)\lambda}D^T\right)W(\infty).$$

(40)

Again, if $\mu/L||D^2||_2$ is sufficiently small, then $\tilde{U} \approx I$ and $\tilde{I}(\tilde{\Lambda}) \approx E(\lambda)I$. Consequently, $QI(\tilde{\Lambda})Q^{-1} \approx E(\lambda)Q^{-1} = E(\lambda)R_{\text{R},\text{X}}$ and (40) is reduced to

$$\left(R_{\text{R},\text{X}} + \frac{\mu}{\tilde{A}_{\psi}(\infty)\lambda}D^T\right)W(\infty) = r_{sd}.$$

(41)

For notational convenience, the approximate symbol has been replaced by the equality symbol. This yields the same form as (21), except for $\tilde{A}_{\psi}(\eta_0)$. Similar argument regarding the mean convergence in Section III-A also applies to (41).
where $\tilde{C}_\psi(n) = (1 - p_r)C_\psi(\sigma_{\psi}^2(n)) + p_rC_{w_\text{e}}(\sigma_{\psi}^2(n))$ and $\tilde{B}_\psi(n) = (1 - p_r)B_\psi(\sigma_{\psi}^2(n)) + p_rB_{w_\text{e}}(\sigma_{\psi}^2(n))$. Hence, the steady-state EMSE is

$$J_{w_LG} \approx \sum_{i=1}^{L} \tilde{B}_\psi(\infty)\tilde{\lambda}_{i}^{-2}[\Gamma_{1,i,i} + (\Gamma_{2,i,i})].$$

For the regularized RLS algorithm, $\tilde{A}_\psi = \tilde{C}_\psi = 1$, $\tilde{B}_\psi = (1 - p_r)v_{1,\text{e}}(\infty) + p_r\sigma_{\psi}^2(\infty)$, then

$$J_{RLS-LG} \approx \frac{1}{2} \left( (1 - p_r)\sigma_{\psi}^2(\infty) + p_r\sigma_{\psi}^2(\infty) \right) \phi_{RLS} + \frac{1}{2} \phi_{RW-RLS},$$

(44)

For the R-QRRLM algorithm with MH-linearity and ATS, if $\sigma_{\psi}^2(\infty) \ll \sigma_{\psi}^2(\infty)$, then $A_{M_H} \approx (1 - p_r)A_\psi$ is a constant close to one given $p_r$ is not too large. Similarly, $\tilde{B}_{M_H}(n) \approx (1 - p_r)\sigma_{\psi}^2(\infty)A_\psi$ as $n \to \infty$ and $\tilde{C}_{M_H}(n) \approx (1 - p_r)A_\psi$. Consequently, the steady-state EMSE for the R-QRRLM algorithm with MH linearity and ATS is

$$J_{MHL-GG} \approx \frac{1}{2} \sigma_{\psi}^2(\infty)\phi_{MH} + \frac{1}{2} \phi_{RW-MH} + \frac{1}{2} \phi_{RLS},$$

(45)

Since $\sigma_{\psi}^2(\infty) = \sigma_{\min}^2$, the EMSE is still similar to its conventional LMS-based counterparts in Gaussian noise environment. This illustrates the robustness of the regularized RLM algorithms. The increase in EMSE of the RLS algorithm over the RLM algorithm is

$$\Delta EMSE_{RLS-RLM-LG}(\infty) \approx \frac{1}{2} p_r \left( \sigma_{\psi}^2(\infty) - \sigma_{\psi}^2(\infty) \right) \phi_{RLS} + \frac{1}{2} \phi_{RW-RLS}.$$

(46)

We note from (46) that the improvement of the M-estimation algorithms over the LS-based algorithm is proportional to the power of the impulsive components, which is reasonable and expected.

IV. VARIABLE REGULARIZATION PARAMETER SELECTION

The regularization parameter plays an important role in the performance of the R-QRRLM algorithm in aspects such as steady-state EMSE, convergence rate and tracking capability. Using the performance analysis obtained previously, we now derive the regularization parameter $\mu$ from the MSE deviation of $\mathbf{W}(\infty)$ around the Wiener solution.

To proceed further, we assume that the input is white with variance $\sigma_w^2$ and $\mathbf{D} = \mathbf{I}$. Hence $\phi_{RW,RW-L} \approx ((1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2)))); tr(I_1) - ((1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2))); tr(I_1) = (1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2))).$ In addition, for mild regularization, $\Delta \mathbf{W}_L$ is small and from (30), we have $\Gamma_2 \approx (\mu/L)^{1/2}[\mathbf{R}_{E_{1},\mathbf{X}}^{-1}\mathbf{D}'\mathbf{D}_0(\infty)\mathbf{D}'\mathbf{R}_{E_{1},\mathbf{X}}^{-1}]^{1/2}$. Using a similar approach, we can obtain that

$$\phi_{RW-RLS-L} \approx \sum_{i=1}^{L} [\Gamma_{2,i,i}]/(\tilde{\lambda}_{i}^{-2}) \approx (1 + \mu/(L(\sigma_w^2)))/((1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2)))); tr(I_1) \approx (1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2))).$$

As this expression is somewhat difficult to be simplified further, we shall employ the following upper bound of $\phi_{RW-RLS-L}$ by using the identity $tr(\mathbf{A}\mathbf{B}) \leq tr(\mathbf{A})tr(\mathbf{B})$ when $\mathbf{A}$ and $\mathbf{B}$ are positive definite matrices:

$$\phi_{RW-RLS-L} \leq \frac{\mu^2 (1 + \mu/(L(\sigma_w^2)))/((1 - \lambda)/(I(\lambda)(1 + \mu/L(\sigma_w^2))))}{(1 - \mu/L(\sigma_w^2))}. \text{tr}(\mathbf{A} + \mu/L(\sigma_w^2)I)^{-1} \text{Ad}(\mathbf{W}(\infty))$$

(47)

Combining these results, we obtain an approximation of (35):

$$J_w = \frac{1}{2} \sigma_{\psi}^2(\infty) + \frac{1}{2} \phi_{RLS-RLM-L} \leq \frac{1}{2} \sigma_{\psi}^2(\infty) + \frac{1}{2} \phi_{RW-MH} + \frac{1}{2} \phi_{RLS}.$$

(47)

We now can determine the regularization parameter from the steady-state MSE of $\mathbf{W}(\infty)$ around $\mathbf{H}_0$ as follows $J_w = E[\mathbf{w}(\infty)^2] = (1/\sigma_0^2)J_w$.

First of all, we note that for white input $E[\mathbf{w}(\infty)^2] = (1/\sigma_0^2)J_w$. On the other hand, from Section III-A, we can obtain $\Delta \mathbf{W}_L^2 = (\mu^2/A_0^2 \sigma_w^2(\lambda L))^2 (G^{-1}(\mu D^\top \mathbf{H}^0))^2 \approx (\mu^2/A_0^2 \sigma_w^2(\lambda L))^2 (2 I(L(\sigma_w^2)^{-1})^2 \mathbf{H}_0 \lambda_{2}^2)$. We have assumed that the regularization is mild and hence $G^{1}(\mu) \equiv R_{X_X}$ and used the fact that $D^\top = I$ for white input. Moreover, $\sigma_{\psi}^2 = \sigma_0^2 + \sigma_1^2 \Delta \mathbf{W}_L^2/2$. Therefore,

$$J_w = \frac{1}{2} \sigma_0^2 \left( (1 - \lambda)/(I(\lambda)(\sigma_w^2 + \sigma_{\psi}^2)) \right) + \frac{\mu^2}{2 \lambda^2} \left( \sigma_w^2 - \frac{\mu}{\lambda} \right) \left( \sigma_w^2 + \sigma_{\psi}^2 \right) \| \mathbf{W}(\infty) \|^2$$

(47)

It can be seen that the first and second (inside the square bracket) terms on the right hand side correspond, respectively, to the bias and variance of the MSE. In order to obtain a balanced performance in practical applications, we propose to choose $\mu$ so that the two terms are equal to each other. Consequently, the desired regularization parameter, $\mu_{opt}$ satisfies

$$\mu_{opt} = \frac{\lambda^2 \sigma_0^2}{2 \lambda^2 \sigma_0^2 - \lambda(1 - \lambda) I(L)}.$$
where it is assumed that $|W(\infty)|^2 \approx |H_\epsilon|^2$. Since $I(\lambda) \approx E(\lambda) = 1/\lambda$, $\lambda' I(\lambda) \approx 1/\lambda$ and $\lambda^{1/2}(\infty) = (1 - \lambda)/(1 + \mu/(L\lambda_0))$ are very small when $\lambda$ is close to 1, we further have:

$$\mu_{opt} \approx L \sigma_s^2 \lambda \sqrt{1 - \lambda}$$

$$\times \sqrt{\frac{1}{\lambda^2 + \mu} \left( 2 \left( \sigma_s^2 + \frac{\mu}{L} \right) + \frac{(1 - \lambda) L \sigma_s^2}{\lambda} \right) + \frac{(1 - \lambda) L \sigma_s^2}{\lambda^2}}.$$ 

Since $\mu = \kappa L$, the desired $\kappa$ is

$$\kappa_{opt} = \sigma_s^2 \lambda \sqrt{1 - \lambda} \sqrt{\gamma \left( \frac{\sigma_s^2}{\sigma_0^2} \right) \frac{\gamma}{2}},$$

where $\gamma = 1/((1/A_0^2 \lambda L)(2 + ((1 - \lambda)L/\lambda)) + ((1 - \lambda)L/\lambda^2))$.

V. EXPERIMENTAL RESULTS AND ACOUSTIC APPLICATIONS

We now evaluate the performance of the proposed algorithm and compare its performance with other conventional RLS algorithms. First, a system identification problem is used to examine the convergence speed, tracking capability, robustness in CG noises and steady-state EMSE of various algorithms. The mean and mean square convergence analyses developed in Section III will also be evaluated. Then the VR-QRRLM algorithm is applied to the ANC system, resulting in a new FX-VR-QRRLM algorithm. Unless specified otherwise, all the simulation results have been averaged over 300 Monte Carlo runs. The Abelian integrals as in Appendices are calculated by using the steady-state value of $R_\epsilon^{-1}(n)$, i.e. $R_\epsilon^{-1}(X)$, for simplicity since it has been found that the theoretical prediction is in good agreement with simulations.

A. Performance in CG Noises

Experiment 1: This experiment is carried out in the system identification. The convergence performance and robustness to impulsive noises of the VR-QRRLM algorithm are evaluated and compared with the QRLS and QRRLM algorithms using white and colored inputs. The system order is $L = 5$. The white Gaussian input is of zero mean and unit variance whereas the colored input is simulated by a first-order auto-regressive (AR) process: $x[n] = 0.9x(n - 1) + g[n]$, where $g[n]$ is a Gaussian process with zero mean and variance 0.1. For the CG noise, $\sigma_0^2 = 100$ is used to generate impulsive noises, and the impulse occurrence probability is $p = 0.001$. The signal-to-noise ratio (SNR) is defined by $10 \log_0(\sigma_0^2/\sigma_s^2)$, where $\sigma_0^2$ is the power of the system output $d_0(n) = X^T(n)H_\epsilon$. $\sigma_s^2$ is chosen to achieve an SNR = 0 dB. For illustration purpose, the locations of the impulses are fixed at time index 400, 800, and 1300, in each independent run. The FF for all the algorithms is set to be $\lambda = 0.98$. The parameters for estimating the noise variance in (4) are $\lambda_n = 0.9$ and $N_w = 9$. The performance of the algorithms is evaluated using EMSE with respect to the optimal Wiener solution. Figs. 1(a) and (b) depict the performance of algorithms with white and colored inputs, respectively. First, it can be seen that the QRLS and VR-QRRLM algorithms are robust to impulsive noises. In contrast, the performance of the VR-QRRLM algorithm is deteriorated by these impulses severely. Second, all algorithms in test seem to have similar initial convergence performance. After the initial stage, however, the VR-QRRLM algorithm generally converges at a faster speed and to a lower steady-state EMSE. The improvement for the colored input is significant as shown in Fig. 1(b) because the small eigenvalues of the input covariance matrix have been greatly compensated by regularization and hence the steady-state EMSE is reduced.

Experiment 2: This experiment examines the tracking capability of the proposed algorithm for sudden system changes under different SNRs and compares it with the traditional QRLM [8] algorithm. The impulsive noise here is the same as that in Experiment 1. The system order is $L = 25$ and the channel changes suddenly after the 800-th iteration. The FF $\lambda$ is chosen as 0.99. The learning curves for EMSE are plotted in Figs. 2(a) and (b) for white Gaussian and first-order AR inputs, respectively. As can be seen, in the first 800 iterations, the VR-QRRLM algorithm generally converges faster and to a lower steady-state EMSE compared to the QRLM algorithm. The advantages of the VR-QRRLM algorithm over QRLM are more significant when the input is colored and the SNR is low. After the system changes at the 800-th sample, the...
Fig. 2. Learning curves for EMSE in CG noise for sudden-change channels with (a) white Gaussian input and (b) first-order AR input. $L = 25$, $\lambda = 0.59$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>SNR = 0 dB</th>
<th>SNR = 10 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.98</td>
<td>0.99</td>
<td>0.995</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$\kappa$</td>
<td>$\kappa$</td>
</tr>
<tr>
<td>0.35</td>
<td>0.07</td>
<td>0.007</td>
</tr>
<tr>
<td>0.30</td>
<td>0.06</td>
<td>0.006</td>
</tr>
<tr>
<td>0.25</td>
<td>0.05</td>
<td>0.005</td>
</tr>
<tr>
<td>0.12</td>
<td>0.02</td>
<td>0.002</td>
</tr>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>0.002</td>
</tr>
<tr>
<td>0.075</td>
<td>0.015</td>
<td>0.002</td>
</tr>
<tr>
<td>0.05</td>
<td>0.005</td>
<td>0.005</td>
</tr>
</tbody>
</table>

**TABLE II**

Comparison of the Experimental and Predicted Steady-State EMSES for White Gaussian Input

Fig. 3. Convergence curves for $\|w\|_2$ with white Gaussian input for $L = 5$ and $\lambda = 0.98$ at SNR = 10 dB.

VR-QRRLM algorithm maintains a better convergence performance and lower steady-state EMSE.

**B. Mean Convergence Behavior**

We now evaluate the mean convergence analysis of the R-QRRLM algorithm based on system identification. The system $H_0 = [0.3886, 0.1632, -0.8299, -0.9247, -0.6148]$ is employed. The norm of the mean weight-error vector is used as the performance measure: $\|w(n)\|_2 = 10 \log \left( \sum_{i=1}^{L} |w_i^{(j)}(n)|^2 \right)$, where $w_i^{(j)}(n)$ is the $i$-th component of the weight-error vector at time $n$ in the $j$-th independent run w.r.t. 1) the Wiener solution: $w^*(n) = W(n) - H_0$, or 2) the optimal solution $W(\infty)$ in (21): $w_\infty(n) = W(n) - W(\infty)$. $K$ is the total number of independent runs, which is set to be 5000 in this experiment. Fig. 3 plots the learning curves of $\|w^*(n)\|_2$ and $\|w_\infty(n)\|_2$ for the R-QRRLM algorithm. The settings are as follows: the FF is $L = 25$, and $\lambda = 0.98$, the regularization parameter is $\kappa = 0.005$ and $0.04$ dB. It can be seen from the curves that the bias w.r.t. the Wiener solution increases significantly with $\kappa$. Since $\|w_\infty(n)\|_2$ converges to a lower value than $\|w^*(n)\|_2$, it suggests that the algorithm converges to $W(\infty)$ rather than to $H_0$ and the bias is introduced because of the regularization. Simulations with different FFs show similar results and are not presented due to page limitation.

**C. Mean Square Convergence Behavior**

The mean square convergence behavior is also examined by system identification. Simulation results for the steady-state EMSE of the R-QRRLM algorithm are compared with theoretical predictions as shown in Tables II and III for both white and colored inputs. In the simulations, we set $L = 5, 25$, $\lambda = -0.995, 0.99, 0.98$, $\kappa = 0.1 \kappa_{opt}$, $\kappa_{opt}$, $5\kappa_{opt}$ with $\kappa_{opt}$ being the selected regularization parameter as suggested in (48); and SNR = 0 dB, 10 dB. It can be seen that the simulation and theoretical results agree well with each other, given the approximation used. In general, the theoretical results are closer to simulations when the regularization parameter $\kappa$ is smaller. It can also be seen that the EMSE with $\kappa = \kappa_{opt}$ is the smallest compared to that with $\kappa = 0.1 \kappa_{opt}$ and $5\kappa_{opt}$ in each case, which suggests the effectiveness of (48).

To further verify the performance analysis in Section III, the theoretical predictions of the convergence curves for EMSE are...
TABLE III

<table>
<thead>
<tr>
<th>L</th>
<th>SNR = 0 dB</th>
<th>SNR = 10 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>λ 0.98</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.85</td>
<td>0.17</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simu</td>
<td>3.2</td>
<td>-6.7</td>
</tr>
<tr>
<td>Theo</td>
<td>0.96</td>
<td>0.09</td>
</tr>
<tr>
<td>Theo</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Theo</td>
<td>0.98</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Simu: simulation results; Theo: theoretical results.

compared to the simulation results in Figs. 4(a) and (b). The settings are $L = 5$, $\lambda = 0.98$, $\kappa = \kappa_{opt}$ with SNR = 0 dB and 10 dB. It can be seen that the theoretical learning curves of EMSE agree well with simulations for both white and colored inputs. Here the integrals as in the Appendices are calculated by using $\text{R}_{F,X}(n) \approx \text{R}_{F,X}(\infty)$ for calculation simplicity.

D. Application to Acoustic System Identification

For some online acoustic system identification problems, the input signal usually has varying power. In this simulation, the performance of several algorithms is compared when the input is a segment of music. The impulse response has 100 taps. It is assumed that there is a double talk from the 3000 to 3100-th sample. The SNR is 10 dB. The FF for all the algorithms tested is 0.997. The regularization parameter for the R-QRRLM algorithm is $\kappa = 0.1$ and 0.001 while $\lambda = 0.95$ and $N_w = 200$. The performance of various algorithms is shown in Fig. 5. It can be seen that although the QRRLS algorithm has a faster initial convergence speed, it is very sensitive to the input signal level and double talk which resembles a long series of impulsive noises. For the R-QRRLM algorithm, if a small regularization parameter, say $\kappa = 0.001$, is used, it is still sensitive to input power. On the other hand, if $\kappa$ is increased to a larger value, i.e. $\kappa = 0.1$, the algorithm becomes much less sensitive to the input signal power variation but it converges to a higher EMSE value. The VR-QRRLM algorithm, however, adaptively selects the regularization parameter and offers both high immunity to variation in input signal power and impulsive noises.

E. Application to ANC

In this experiment, an ANC system using the FX algorithm as shown in Fig. 6 is considered [28]. $\{s_k(n), k = 0, 1, \ldots, L_p - 1\}$ denotes the primary path while $\{s_k(n), k = 0, 1, \ldots, L_s - 1\}$ is the secondary path. The impulse responses for both paths are assumed to be of finite duration for simplicity. An error microphone is used to pick up the residual signal $e(n)$ to be minimized. Thus, the ANC controller $W(n) = \{w_0(n), \ldots, w_{L_w - 1}(n)\}$ approximates $\{-p_k(n)\}$ after cascading with $\{s_k(n)\}$ so that the undesirable contribution from the noise source $\{x(n)\}$ is minimized. Since
where $d_a(n) = y_a(n)$.

First we note that the input to the FX-VR-QRRLM is

$$\dot{x}_a(n) = p_k(n)x(n) + \eta_{BG}(n),$$

and $y_a(n) = -x(n)^*w_k(n)^*s_k(n)$. In our model in Section III, the desired signal is assumed to be $d_a(n) = x_k(n)^*w_{OPT}\cdot x(n) + \eta(n)$, where $\{w_{OPT,k}, k = 0, \ldots, L_w - 1\}$ is the length-$L_w$ optimal Wiener solution, which is given by $W_{OPT} = R_{x_kx_k}^{-1}r_{x_kL}$ where $W_{OPT} = [w_{OPT,0}, \ldots, w_{OPT,L_w-1}]^T$, $R_{x_kx_k}^{-1}r_{x_kL} = E[\hat{x}_a(n)\hat{x}_a^T(n)], r_{x_kL} = E[\hat{x}_a(n)d(n)], r_{x_kL} = E[\hat{x}_a(n)x_k^T(n)], r_{Lx} = [x(n), \ldots, x(n - L_p + 1)]^T$, $r_{x_kL} = [\hat{x}_a(n), \ldots, \hat{x}_a(n - L_w + 1)]$ and $p = [p_0, \ldots, p_{L_w}]^T$ is the impulse response vector of the primary path and it is assumed to be stationary. The additive noise is now given by $\eta(n) = \eta_{BG}(n) + \eta_{MM}(n)$, where $\eta_{BG}(n)$ is equals to $\eta_{MM}(n)$ is the disturbance recorded which is assumed to be CG distributed and $\eta_{MM}(n)$ is the additional modeling error which is equal to $\eta_{MM}(n) = p_k(n)^*x(n) + \eta_{MM}(n)^*W_{OPT}$. Since $x(n)$ is assumed to be zero mean, $\eta_{MM}(n)$ is zero mean. For simplicity, it is approximated to be white Gaussian distributed with variance $\sigma_{\eta_{MM}}^2 = E[\eta_{MM}(n)]^2$. This will allow our performance analysis in Section III to be applied to the FX-VR-QRRLM algorithm.

Though it is possible to extend the approach in Section III and evaluate all the expectations involving $\eta_{MM}(n)$ in a more accurate analysis, the approach taken here simplifies considerably the derivation and gives us reasonably accurate information about the EMSE and other quantities. For instance, from (41), we immediately have the steady state solution of the ANC controller $W(\infty)$.

$$\left( R_{x_kx_k} + \frac{\mu}{A_\cdot(\infty)B(\lambda)L} \right) W(\infty) = -r_{x,k}. \quad (50)$$

It can be seen that a bias over that Wiener solution is again introduced. The corresponding EMSE is given by (45). To verify the performance analysis above, an experiment is carried out. The primary path has 100 taps and the secondary path has 50 taps, which is estimated offline with a modeling error of $-14$ dB after being normalized by the true secondary path. The noise $\{\eta_n\}$ is a white Gaussian sequence and the SNR is 10 dB. A series of impulsive interference occurring from the 1500 to 1600-th sample is used to simulate the situation of double talks or other interferences. The FF of VR-QRRLM is chosen as 0.998. Parameters for estimating the noise variance are $\lambda_{\eta} = 0.95$ and $N_w = 100$. The simulated and estimated MSEs of the residue error $\{r_{nu}(n)\}$ are plotted in Fig. 7. It can be seen that the theoretical results agree well with simulation.
The deviation between the two curves in transient is mainly attributed to the assumptions used such as $\eta_M(n)$ is white.

In the second simulation, the FX-LMS, FX-LMM [29], FX-QRRLM and the proposed FX-VR-QRRLM algorithms are evaluated. As a comparison, the FX-VR-QRRLM using the estimated desired signal $d'(n)$ as proposed in [37] is also shown. The settings are identical to those in the previous example except that a series of impulsive interference occurs from 4000 to 4100-th samples. For the FX-LMS and FX-LMM algorithms, the step-size is 0.001; for the FX-QRRLM and FX-VR-QRRLM algorithms, the FF is chosen as 0.998 so that all algorithms achieve comparable MSE. Note, in calculating the regularization parameter, the modeling errors in both primary and secondary path have been absorbed to the background noise variance. The MSE of the residue error is plotted in Fig. 8. It can be seen that 1) all the robust algorithms are insensitive to impulsive interferences, 2) the QRRLM based algorithms converge faster than the LMS-based algorithms, 3) the FX-VR-QRRLM using the approximated desired signal $d'(n)$ has higher variance (and occasionally stability problems), and 4) the FX-VR-QRRLM is more stable compared to FX-QRRLM when the secondary path modeling error exists and the regularization technique further reduces the steady-state MSE over the FX-QRRLM algorithm.

**VI. CONCLUSION**

A new variable regularized QRD-based RLM adaptive filtering algorithm and its mean and mean square convergence performance have been presented. It extends the conventional RLM algorithm by imposing a variable $L_2$ regularization term on the coefficients to reduce the variance of the estimator. An efficient recursive QRD-based implementation is developed to improve its numerical stability. Difference equations describing the mean and mean square convergence behaviors of the algorithm in Gaussian inputs and additive CG noises are derived. The bias over the classical Wiener solution introduced by the regularization is quantified. New expressions for the steady-state EMSE are derived and it suggests that the variance will decrease while the bias will increase with the regularization parameter. Therefore, the algorithm is especially useful when the input covariance matrix is ill-conditioned or singular due to lacking of excitation. The advantage of the M-estimation algorithm over its least square counterparts is also analytically quantified. For white Gaussian inputs, the regularization parameter can be determined based on the analysis, leading to the proposed FX-QRRLM algorithm. The theoretical results are in good agreement with simulations. Moreover, simulation results of several acoustic applications, namely system identification and ANC, show that the VR-QRRLM based algorithms outperform the traditional ones considerably when the input signal level is low and in the presence of considerable modeling error or impulsive noises. Using the proposed theoretical analysis, the challenging problem of performance analysis of the proposed FX-VR-QRRLM ANC algorithm under impulsive noise and regularization is also characterized.

**APPENDIX A EVALUATION OF $A$**

The expectation $A = E_{|X_\infty|} [X\psi(e)/\lambda + X^T R_{E,X}^{-1}(\eta)X] [w]$ is evaluated in this Appendix. For simplicity, all time indices have been omitted here. As $\eta(n)$ and $x(n)$ are assumed to be statistically independent, and $X$ are zero-mean jointly Gaussian with covariance matrix $R_{XX}$, one gets

$$A = C_R \int \int_{L+1 \text{fold}} \frac{X\psi(e) \exp \left( -\frac{1}{2} X^T R_{E,X}^{-1}(\eta)X \right)}{\lambda + X^T R_{E,X}^{-1}(\eta)X} f_\eta(\eta) d\eta dX,$$

where $C_R = (2\pi)^{-L/2} R_{XX}^{-1/2}$ and $f_\eta(\eta)$ is the probability density function (PDF) of the Gaussian noise. Similar to [21], we consider the integral

$$F(\beta) = C_R \int \int_{L+1 \text{fold}} X\psi(e) \exp \left[ -\beta \left( \lambda + X^T R_{E,X}^{-1}(\eta)X \right)^{-1/2} \right] \times \exp \left( -\frac{1}{2} X^T R_{X,X}^{-1}(\eta)X \right) f_\eta(\eta) d\eta dX.$$  

Then $A = F(0)$. Differentiating (1-2) w.r.t. $\beta$, one gets
where \( \mathbf{B} = (2\beta \mathbf{R}_{E,X}(n) + \mathbf{R}_{XX}(n))^{-1} \). For notational convenience, we drop the time argument \( n \) of the quantities derived from \( \mathbf{R}_{E,X}(n) \). Assume that \( \mathbf{R}_{E,X}(n) \approx (1 - \lambda^{-1}) \mathbf{R}_{XX}(n) \), then the eigen-decomposition of \( \mathbf{R}_{XX} \) be \( \mathbf{R}_{XX} = \mathbf{U} \Lambda \mathbf{U}^T \) and \( \Lambda = \Lambda \Lambda^{-1/2} \). Then \( \mathbf{R}_{XX} = \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T \), and \( \mathbf{B} \approx \mathbf{B}^{-1/2} (2\beta \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T + \mathbf{I})^{-1} \mathbf{U}^T \Lambda^{-1/2} \mathbf{U} \), where \( \mathbf{D}_B \) is a diagonal matrix with the diagonal entry \( \lambda_i^{-1} \). Noting that the determinants of \( \mathbf{U} \) and \( \mathbf{D}_B \) are respectively 1 and \( |\mathbf{D}_B|^{-1/2} = \prod_{i=1}^L (2\lambda_i^{-1} + 1)^{-1/2} \), one can rewrite (I-4) as

\[
\mathbf{L}_X^T \mathbf{R}_{XX} \mathbf{L}_X^T = \frac{1}{1 - \lambda} \left[ (I + \frac{\mu}{L} \Lambda^{-1/2} \mathbf{U}^T \mathbf{D}_B \Lambda^{-1/2} \mathbf{U}\right] \mathbf{L}_X^T \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T.
\]

Hence

\[
\mathbf{B}^{-1} \approx \mathbf{B}^{-1/2} (2\beta \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T + \mathbf{I})^{-1/2} \mathbf{U}^T \Lambda^{-1/2} \mathbf{U}.
\]

Next, we evaluate the term \( I(\beta) = -\int \gamma(\beta) \mathbf{B} d\beta \). Noting that \( \mathbf{B} = \mathbf{Q D}_B \mathbf{Q}^T \) with \( \mathbf{Q} = \mathbf{U} \Lambda^{1/2} \mathbf{U} \), one gets

\[
I(\beta) = \mathbf{L}_X \left( -\int \gamma(\beta) \mathbf{D}_B d\beta \right) \mathbf{L}_X^T = \mathbf{L}_X \tilde{U} \Lambda \tilde{U} \mathbf{L}_X^T.
\]

where the integral of the i-th diagonal entry of \( \mathbf{A} \) given \( \beta = 0 \) is \( I_i(\tilde{\Lambda}) \approx \int_0^\infty \text{exp}(\gamma(\beta)/2\tilde{\lambda}_i^{-1}) \) \( \gamma(\beta)/2\tilde{\lambda}_i^{-1} \) \( d\beta \).

Finally, from (I-6)-(I-8), we have

\[
\mathbf{A} = \mathbf{F}(0) \approx A_\psi (\sigma^2_e) \mathbf{Q} \mathbf{U} \Lambda \mathbf{Q}^T \mathbf{v}(n).
\]

APPENDIX B
EVALUATION OF \( s_3 \)

We evaluate \( s_3 = E_i(\mathbf{X}_n; |\mathbf{v}^T(\mathbf{e})| \mathbf{X}^T / (\lambda + \mathbf{X}^T \mathbf{R}_{E,X}(n) \mathbf{X})^2 \mathbf{v}) \). Similar to the derivation of \( \mathbf{A} \), \( s_3 \) is given by

\[
s_3 = C_R \int \int \frac{\mathbf{v}^T(\mathbf{e}) |\mathbf{X}^T}{(\lambda + \mathbf{X}^T \mathbf{R}_{E,X}(n) \mathbf{X})^2} \mathbf{v} \left( f_n(\eta) d\eta d\mathbf{X} \right).
\]

Similar to [21], we define

\[
\mathbf{F}(\beta) = -\int \gamma(\beta) \mathbf{B} d\beta = \mathbf{L}_X \left( -\int \gamma(\beta) \mathbf{D}_B d\beta \right) \mathbf{L}_X^T.
\]

Comparing (II-2) with (II-1), it can be seen that \( s_3 = \mathbf{F}(0) \). To evaluate \( \mathbf{F}(\beta) \), differentiating (II-2) twice w.r.t. \( \beta \), one gets

\[
d^2 \mathbf{F}(\beta) / d\beta^2 = \gamma(\beta) \mathbf{L}_i \mathbf{Q} \mathbf{U} \Lambda \mathbf{Q}^T \mathbf{v}(n) = \gamma(\beta) \mathbf{B} \mathbf{L}_X^T \mathbf{L}_X \mathbf{U} \Lambda \mathbf{U}^T
\]

where \( \mathbf{B} = (2\beta \mathbf{R}_{E,X}(n) + \mathbf{R}_{XX}(n))^{-1} \). For notational convenience, we drop the time argument \( n \) of the quantities derived from \( \mathbf{R}_{E,X}(n) \). Assume that \( \mathbf{R}_{E,X}(n) \approx (1 - \lambda^{-1}) \mathbf{R}_{XX}(n) \), then the eigen-decomposition of \( \mathbf{R}_{XX} \) be \( \mathbf{R}_{XX} = \mathbf{U} \Lambda \mathbf{U}^T \) and \( \Lambda = \Lambda \Lambda^{-1/2} \). Then \( \mathbf{R}_{XX} = \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T \), and \( \mathbf{B} \approx \mathbf{B}^{-1/2} (2\beta \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T + \mathbf{I})^{-1/2} \mathbf{U}^T \Lambda^{-1/2} \mathbf{U} \), where \( \mathbf{D}_B \) is a diagonal matrix with the diagonal entry \( \lambda_i^{-1} \). Noting that the determinants of \( \mathbf{U} \) and \( \mathbf{D}_B \) are respectively 1 and \( |\mathbf{D}_B|^{-1/2} = \prod_{i=1}^L (2\lambda_i^{-1} + 1)^{-1/2} \), one can rewrite (I-4) as

\[
\mathbf{L}_X^T \mathbf{R}_{XX} \mathbf{L}_X^T = \frac{1}{1 - \lambda} \left[ (I + \frac{\mu}{L} \Lambda^{-1/2} \mathbf{U}^T \mathbf{D}_B \Lambda^{-1/2} \mathbf{U}\right] \mathbf{L}_X^T \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T.
\]

Hence

\[
\mathbf{B}^{-1} \approx \mathbf{B}^{-1/2} (2\beta \mathbf{U} \Lambda^{-1/2} \mathbf{U}^T + \mathbf{I})^{-1/2} \mathbf{U}^T \Lambda^{-1/2} \mathbf{U}.
\]

Next, we evaluate the term \( I(\beta) = -\int \gamma(\beta) \mathbf{B} d\beta \). Noting that \( \mathbf{B} = \mathbf{Q D}_B \mathbf{Q}^T \) with \( \mathbf{Q} = \mathbf{U} \Lambda^{1/2} \mathbf{U} \), one gets

\[
I(\beta) = \mathbf{L}_X \left( -\int \gamma(\beta) \mathbf{D}_B d\beta \right) \mathbf{L}_X^T = \mathbf{L}_X \tilde{U} \Lambda \tilde{U} \mathbf{L}_X^T.
\]

where the integral of the i-th diagonal entry of \( \mathbf{A} \) given \( \beta = 0 \) is \( I_i(\tilde{\Lambda}) \approx \int_0^\infty \text{exp}(\gamma(\beta)/2\tilde{\lambda}_i^{-1}) \) \( \gamma(\beta)/2\tilde{\lambda}_i^{-1} \) \( d\beta \).

Finally, from (I-6)-(I-8), we have

\[
\mathbf{A} = \mathbf{F}(0) \approx A_\psi (\sigma^2_e) \mathbf{Q} \mathbf{U} \Lambda \mathbf{Q}^T \mathbf{v}(n).
\]
\[
\frac{d^2 \bar{F}(\beta)}{d\beta^2} = 2\gamma(\beta)C_\psi (\sigma_\psi^2) \mathbf{B}u'v'\mathbf{B} + \gamma(\beta)B_\psi (\sigma_\psi^2) \mathbf{B}.
\]

Integrating (II-3) w.r.t. \( \beta \) and letting \( \beta = 0 \) yields

\[
s_n = \int_0^\infty \int_0^\infty 2C_\psi (\sigma_\psi^2) \gamma(\beta_2)B_\psi (\sigma_\psi^2) \mathbf{B}d\beta_2d\beta_1 + \int_0^\infty B_\psi (\sigma_\psi^2) \gamma(\beta_2)Bd\beta_2d\beta_1 \\
\approx C_\psi (\sigma_\psi^2) I_1 + B_\psi (\sigma_\psi^2) I_2.
\]

The last approximation is obtained by observing that \( B_\psi (\sigma_\psi^2) \) and \( C_\psi (\sigma_\psi^2) \) depend weakly on \( \beta \) for M-nonlinearity [21].

\[
\text{APPENDIX C}
\]

**MEAN SQUARE CONVERGENCE OF R-RLM**

From (35), we can see that the EMSE is bounded as long as

\[
\phi_{\text{RLS}} < 2 \quad \text{and} \quad A_\psi a_{\text{RLS}} = C_\psi a_{\text{RLS}} < C_\psi a_{\text{RLS}}^2 I_{\text{RLS}}(\lambda),
\]

where \( \phi_{\text{RLS}} = \sum_{i=1}^L \phi_i \), and \( \phi_i = S_\lambda a_{\text{RLS}}^{-2} I_i(\lambda) \). Since \( A_\psi \approx C_\psi \) for MH nonlinearity and \( a_{\text{RLS}}^2 I_{\text{RLS}}(\lambda) > a_{\text{RLS}}^2 I_{\text{RLS}}(\lambda) \), the first inequality is more important than the other. From the definition of \( \lambda \), it follows that \( \lambda_i = (1/(1-\lambda)) (1 + \mu^2 \lambda_i^4) \geq 1 \), where \( \lambda_i^4 \) is the eigenvalue of \( \Lambda^{-1/2} \mathbf{D}_k \mathbf{D}_k^T \mathbf{D}_k^{-1} \mathbf{U}^{-1/2} \). Hence \( \lambda_i \) increases with \( \mu^2 \) since \( \lambda_i^4 \) for \( \mu = 0 \). We have the RLS algorithm and the Abelian integrals will reduce to the exponential integral. If \( R_{XX} \) is positive definite, it can be shown that \( \phi_{\text{RLS}} \) is less than 2 and the algorithm is convergent in the mean square sense. For the regularized algorithm, \( \lambda_i \) is greater than 1 and we need to study the upper bound of \( \phi_{\text{RLS}} \approx \sum_{i=1}^L \phi_i \), where

\[
\phi_i \approx \int_0^\infty \frac{S_\lambda a_{\text{RLS}}^{-2} I_i^2(\lambda)}{A_\psi a_{\text{RLS}}^{-1} I_i(\lambda) - C_\psi a_{\text{RLS}}^{-2} I_i^2(\lambda)} d\beta \\
= \int_0^\infty \int_0^\infty \frac{S_\lambda a_{\text{RLS}}^{-2} I_i^2(\lambda)}{(2\beta + \lambda_i^2) a_{\text{RLS}}^{-2} I_i^2(\lambda)} d\beta_2d\beta_1,
\]

with \( k(\lambda) = \exp(-\beta \lambda) \Pi_{j=1}^L (2\beta_j - 1)^{-1} \).

Suppose that \( \lambda_i \) is increased to \( \lambda_{ii} \), then \( \lambda_{ii} = (\lambda_i - \Delta \lambda_i) \). One gets

\[
\int_0^\infty \frac{S_\lambda a_{\text{RLS}}^{-2} k(\lambda)}{(2\beta + \lambda_i^2) a_{\text{RLS}}^{-2} I_i(\lambda)} d\beta \\
= \int_0^\infty \int_0^\infty \frac{S_\lambda a_{\text{RLS}}^{-2} k(\lambda)}{(2\beta + \lambda_i^2) a_{\text{RLS}}^{-2} I_i(\lambda)} d\beta_2d\beta_1,
\]

where only two terms of the expansion have been written.

If \( (2A_\psi - C_\psi) \geq S_\psi \), then

\[
\phi_i < \int_0^\infty \frac{S_\lambda a_{\text{RLS}}^{-2} k(\lambda)}{(2\beta + \lambda_i^2) a_{\text{RLS}}^{-2} I_i(\lambda)} d\beta.
\]

For most M-nonlinearity, the condition \( (2A_\psi - C_\psi) \geq S_\psi \) is satisfied. Therefore, when \( \mu \) increases, \( \lambda_i^2 \) increases and both \( \phi_i \) and \( \phi_{\text{RLS}} \) decrease. Since the RLS algorithm with \( \mu = 0 \) is convergent when \( R_{XX} \) is positive definite, the regularized algorithm is also convergent. Moreover, as \( \mu \) increases, the variance part of the EMSE, \( I_{\text{RLS}}(\lambda) \), will decrease whereas the bias term \( I_{\text{RLS}}(\lambda) \) will increase. This is in accordance with the behavior of the ridge regression and related regularization.
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