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Abstract—The performance of large-scaled peer-to-peer (P2P) video-on-demand (VoD) streaming systems can be very challenging to analyze. In practical P2P VoD systems, each peer only interacts with a small number of other peers/neighbors. Further, its upload capacity may vary randomly, and both its downloading position and content availability change dynamically. In this paper, we rigorously study the achievable streaming capacity of large-scale P2P VoD systems with sparse connectivity among peers, and investigate simple and decentralized P2P control strategies that can provably achieve close-to-optimal streaming capacity. We first focus on a single streaming channel. We show that a close-to-optimal streaming rate can be asymptotically achieved for all peers with high probability as the number of peers $N$ increases, by assigning each peer a random set of $\Theta(\log N)$ neighbors and using a uniform rate-allocation algorithm. Further, the tracker does not need to obtain detailed knowledge of which chunks each peer caches, and hence incurs low overhead. We then study multiple streaming channels where peers watching one channel may help in another channel with insufficient upload bandwidth. We propose a simple random cache-placement strategy, and show that a close-to-optimal streaming capacity region for all channels can be attained with high probability, again with only $\Theta(\log N)$ per-peer neighbors. These results provide important insights into the dynamics of large-scale P2P VoD systems, which will be useful for guiding the design of improved P2P control protocols.

I. INTRODUCTION

Peer-to-Peer (P2P) Video-On-Demand (VoD) streaming systems have already become a major player on today’s Internet. Their success (e.g., PPLive, TVAnts, UUSee, and Zattoo) has made high-quality on-demand streaming of rich contents available to millions of users at low server costs [1]. In contrast to their commercial success, however, in-depth theoretical understanding of these systems appears to be lacking. The performance of large-scaled P2P VoD systems can be extremely complex to study. As time progresses, the part of the video that a peer is interested in viewing, the cached content that it can use to serve others, and its upload capacity can all change substantially. Further, these systems are highly decentralized in nature, and each peer often only has a very limited view of the overall system through its sparsely-connected neighbors. Due to these reasons, it remains a challenging problem to understand the fundamental performance limits of highly dynamic and decentralized P2P VoD systems.

In this paper, we study a problem of fundamental interest to P2P VoD systems, i.e., what is the optimal streaming rate that all peers can reliably receive, and how to achieve this optimal rate with simple, robust and decentralized control. Note that a trivial upper-bound on the streaming rate can be obtained by dividing the total upload capacity of all peers by the total number of peers. In P2P live-streaming systems, it has been shown in our prior work that streaming rates close to this optimal value can be achieved through simple and decentralized control [2]. However, in P2P VoD system, it is unclear whether such an optimal rate can still be attained. In contrast to live-streaming [2]–[10], each peer in a VoD system is interested in playing a different portion of the video. Further, its viewing position may jump back and forth [11], [12]. As a result, the content availability at each peer can be highly discontinuous and dynamic. One way to alleviate this difficulty is to assume that some peers (referred to as “caches”) have cached the entire video beforehand, and other downloading peers request the content only from the caches. In [13]–[15], the authors have studied the optimal cache-placement problem based on this assumption. An implicit assumption along this line of work is that there exists a central entity that can perfectly balance the downloading requests among caches. Otherwise, such a global balancing problem by itself can be very challenging in a decentralized setting when the upload capacity of the peers varies.

An alternate (and perhaps practically more relevant) approach is to directly model how peers downloading the same video can use their upload capacity to help each other, which is unfortunately more difficult. Such models were proposed in, e.g., [12], [16], [17]. However, it appears difficult to establish whether they can achieve close-to-optimal streaming rates. More recently, [18] proposes an algorithm that allocates the overall upload capacity in the system sequentially from the “oldest” peer to the “youngest” peer. For each peer, its requested capacity is first allocated from older peers. If there is no sufficient upload capacity, capacity is then requested from the server. Similarly, [19] proposes a global optimization problem for rate-allocation given the age of the peers. While these algorithms have been found to exhibit good performance, the resulting rate-allocation may need to be completely recalculated when the peers’ upload capacity changes. Further, these analyses have not accounted for the possibility that the peers’ playback positions may jump back and forth, in which case
This work provides the first analytic result that demonstrates how to achieve close-to-optimal streaming capacity in large-scale P2P VoD systems using simple, robust, and decentralized control.

II. A SINGLE-CHANNEL P2P VO D SYSTEM

In this section, we focus on a system with a single channel, i.e., all users are interested in viewing the same video. We first describe the system model. We will then propose simple, robust and decentralized peer selection and rate allocation algorithms that result in at most $\Theta(\log N)$ upstream neighbors per peer. We then prove that all peers can achieve the close-to-optimal streaming rate with high probability, when $N$ is large.

A. System Model

We consider a P2P VoD system where users/peers would like to watch a common video. Let $T(0)$ denote the length of the video. There is a server $S$ and totally $N$ peers. Let $\mathcal{N}$ denote the set of all peers in the system, i.e., $|\mathcal{N}| = N$. We assume that the number of peers $N$ is fixed. In other words, if a peer leaves the system, a new peer is assumed to immediately join the system at a possibly random initial position. This assumption simplifies the analysis, while we believe that the insights under this assumption will also hold for a more dynamic model where peers randomly join and leave the system. In a VoD system, the viewing/downloading progress of different peers in the same channel is typically different. Peers who have already downloaded certain parts of the video can then serve the cached content to later peers. We define the downloading position of a peer as the immediately next position in the video that the peer will download. We assume that, the downloading position of each peer is i.i.d. according to a distribution with density function $\gamma(t)$. In other words, for a small $\delta t$, $\gamma(t)\delta t$ is the probability that the downloading position of a peer is between $t$ and $t + \delta t$. Note that the downloading position of a peer is typically larger than its viewing position, with some buffering in between to absorb any fluctuations in the downloading speed. Some peers who have finished watching a channel may stay for some period of time and serve other peers in the channel. We thus allow $\gamma(t)$ to have a Dirac delta function at point $T(0)$. Equivalently, let $\bar{Q}$ denote the probability that a peer’s downloading position is $T(0)$. For ease of exposition, we assume that, with probability 1, the downloading position of each peer before $T(0)$ is different from that of other peers. From now on, we will index a peer watching a channel by its downloading position $t$. Let $\mathcal{N}^-$ denote the set of all peers with downloading position $t < T(0)$.

To model how peers serve other peers, each peer $t$ has a set of downstream neighbors $D_t$ that this peer $t$ may upload content to. Correspondingly, each peer $t \in \mathcal{N}^-$ also has a set of upstream neighbors $U_t = \{s \in \mathcal{N} | t \in D_s\}$ that this peer $t$ can potentially download the content from. However, since peer may perform random seeks, it may not have all

1We use the terms “user” and “peer” interchangeably throughout the rest of the paper.
the content “before” its downloading position. Hence, not all neighbors in the upstream neighbor set \( U_t \) of peer \( t \) have the requested content of peer \( t \). We denote \( U_t \subset \mathcal{D}_t \) as the set of upstream neighbors of peer \( t \) who have the data that peer \( t \) is requesting and is willing to serve peer \( t \). Correspondingly, let \( \mathcal{D}_t = \{ s | t \in U_s \} \subset \mathcal{D}_t \) denote the set of downstream neighbors that peer \( t \) can actually serve. We call \( \mathcal{D}_t \) and \( U_t \) the effective downstream neighbors and the effective upstream neighbors, respectively. Let \( \mathcal{U}_t = \{ U_t \} \), \( \mathcal{D}_t = \{ \mathcal{D}_t \} \), \( \mathcal{D}_t = \{ \mathcal{D}_t \} \) and \( U_t = \{ U_t \} \).²

Let \( V_t \) denote the upload capacity of peer \( t \). We assume that \( V_t \) is a bounded random variable between \([0, V_{\text{max}}]\) with mean value \( \mu \), which is i.i.d. across all peers. Like other work [2]–[4], [8], [9], we assume that the download capacity and the core network capacity are sufficiently large, and hence the upload capacity is the only resource bottleneck. The system performance is determined by the relationship between the targeted streaming rate and the downloading rates. Let \( R \) denote the targeted streaming rate of the video. Let \( C_{s \to t} \) denote the streaming rate from peer \( s \) to peer \( t \). Clearly, \( C_{s \to t} = 0 \) for any \( s \notin \mathcal{U}_t \) (or equivalently for all \( t \notin \mathcal{D}_s \)). We have the following upload capacity constraint on each peer \( s \) :

\[
\sum_{t \in N} C_{s \to t} = \sum_{t \in \mathcal{D}_s} C_{s \to t} \leq V_t.
\]

Let \( C_t \) denote the achievable downloading rate for peer \( t \), which is then given by:

\[
C_t = \sum_{s \in N} C_{s \to t} = \sum_{s \in \mathcal{U}_t} C_{s \to t}.
\]

To guarantee smooth playback, the downloading rate of each viewing peer must be no smaller than the targeted rate \( R \) of the video. Note that the peers whose downloading position is \( T^{(0)} \) do not need to download new data, and hence we are only interested in the downloading rate of those peers in \( \mathcal{N}^- \). We thus define the streaming capacity of the system as the largest value of \( R \) such that \( C_t \geq R \) for all peers \( t \in \mathcal{N}^- \).

We note that there is a simple upper bound on the streaming capacity. We assume that \( Q \) is away from 0 even with large \( N \), and the contribution of the server capacity is negligible. In this case, it is easy to see that the largest possible streaming rate that all peers can attain is \( \frac{\mu}{N(1-Q)} = \frac{\mu}{1-Q} \) on average. However, this upper bound completely ignores the details of the VoD system, especially whether a peer has the content and the upload capacity to help the other peer. Hence, it is unclear whether this upper bound is attainable in a large and decentralized VoD system. In practice, \( Q \) is usually not very large. Hence, in the rest of this section, we will omit the contribution of \( Q \) in the streaming capacity, and we will say that the channel achieves a close-to-optimal streaming capacity \((1-\epsilon)\mu\) with a small \( \epsilon > 0 \) if all peers attain a streaming rate no smaller than \((1-\epsilon)\mu\). Our goal in this section is to design simple, robust and decentralized algorithms that can achieve this close-to-optimal streaming capacity with high probability.

²As a convention, we will use script variable to denote a set (e.g., \( \mathcal{U}_t \)), and use a normal variable to denote its size (e.g., \( U_t \)).

B. A Simple and Distributed Peer Selection and Rate Allocation Algorithm

In our prior work for P2P live-streaming systems [2], we proposed a simple peer selection strategy where each peer uniformly randomly selects \( \Theta(\log N) \) downstream neighbors, and divides its upload capacity evenly among its downstream neighbors. This simple algorithm has been shown to achieve a close-to-optimal streaming rate for live-streaming P2P systems. Although this result serves as a useful starting point, as reader will see below, the same design would have led to very poor performance in VoD systems. Thus, we need to design a new set of control algorithms tailored to VoD systems.

(i) Peer Selection: We first explain why a uniformly-random peer-selection algorithm will not work well for VoD systems. Note that unlike live-streaming systems, in a VoD system different peers are viewing different parts of the video, and their cached content is also different. If an older peer (whose downloading position is in the later part of the video) chooses a younger peer (whose downloading position is in the earlier part of the video) as an upstream neighbor, there is a high chance that the younger peer does not have the content to help the older peer. Hence, the connection between them is of no use. This problem will be the most severe for the oldest peers that are close to the end of the video. With uniformly-random peer selection, the peers who are interested in downloading this part of the video will find that most of their selected upstream neighbors are younger and do not have the desired content. Hence, the streaming rate to these oldest peers will be very poor. Hence, we need to design a new peer selection strategy for VoD P2P systems.

A key idea of our new strategy is to restrict the random neighbor selection of each peer \( t \) to be done within a choice set \( \mathcal{U}_t \), which contains peers with downloading positions larger than \( t \). More specifically, we use the “random sequential choice-set selection strategy” as follows. Let \( Q \) be a constant such that \( 0 < Q < \bar{Q} \). In this strategy, the choice set \( \mathcal{U}_t \) of peer \( t \in \mathcal{N}^- \) consists of the next \( NQ \) peers whose downloading positions are immediately larger than \( t \)’s. If there are less than \( NQ \) peers after \( t \) and immediately before \( T^{(0)} \), \( \mathcal{U}_t \) will be the set of all peers with downloading positions larger than \( t \). In practice, the tracker can order all the peers according to their downloading positions and assign choice sets according to the above strategy. Recall our assumption that no two peers before \( T^{(0)} \) are at the same downloading position. In practice, if this assumption does not hold, the tracker can always break ties arbitrarily. Then, the tracker server picks \( M = \alpha \log N \) (where \( \alpha \) is a positive constant to be determined later) peers uniformly randomly from peer \( t \)’s choice set \( \mathcal{U}_t \), which constitute peer \( t \)’s set of upstream neighbors \( \mathcal{U}_t \). We have \( \mathcal{U}_t \subset \mathcal{U}_t \). Correspondingly, define the client set of peer \( t \) as \( \mathcal{D}_t = \{ s | s \notin \mathcal{U}_t \} \). The set \( \mathcal{D}_t \) of downstream neighbors of \( t \) must come from this client set and is given by \( \mathcal{D}_t = \{ s | s \notin \mathcal{U}_t \} \). Let \( \mathcal{U}_t = \{ U_{t} \} \) and \( \mathcal{D}_t = \{ D_{t} \} \).

Remark: It appears that the tracker must maintain the current downloading position of all peers, which may incur high
(ii) Content Availability: Even with the above peer-selection strategy, the streaming rate for some peer can still be very poor. This is because peers may fast-forward/backward in a VoD system. This discontinuous random-seek behavior means that a peer \( t \) may not always have all the content before \( t \). Thus, even if a peer only picks an older peer as an upstream neighbor, the connection and the capacity may still be wasted. Unfortunately, the random-seek behavior of peers is quite complicated to model. To the best of our knowledge, no existing analytical works on P2P VoD systems are able to take into account the impact of this random-seek behavior.

Our strategy is to develop a condition for content availability that is sufficient for achieving close-to-optimal streaming rates, yet easy to satisfy even with random-seeks. This is perhaps the most difficult part of our design. To see why such a condition is non-trivial to formulate, consider the following scenario. Suppose that the \( NQ \) peers in the choice set \( U_t \) of peer \( s \) are uniformly in the range \((s, s + \Delta)\). Let \( t_0 = s + \Delta/2 \). Each peer \( t \in (s, t_0) \) has all the content before \( t \). However, each peer \( t \in (t_0, s + \Delta) \) only has the content in \((t_0, t)\), possibly because it random-sought to \( t_0 \) before. Further, suppose that we use our peer-selection strategy described earlier, and each peer uniformly divides its constant upload capacity \( \mu \) among its effective downstream neighbors. Then, peer \( s \) has \( M \) upstream neighbors uniformly in \((s, s + \Delta)\). However, only those peers in \((s, t_0)\) can help peer \( s \), each of which has on average \( M \) effective downstream neighbors. Hence, the average streaming rate of peer \( s \) is only \( \frac{\mu M}{2} = \frac{\mu}{2} \), which is far from optimal. Clearly, the key difficulty here is that, due to its particular position, compared to other downstream neighbors, peer \( s \) has a much smaller probability to become an effective downstream neighbor of upstream peers in \((t_0, s + \Delta)\).

Our condition below addresses this difficulty. Fix a positive constant \( q_{\min} \in (0, 1) \). We require that, for any peer \( s \) and any one of its upstream neighbor \( t \), the probability that peer \( t \) has the content for (and is willing to help) peer \( s \) is equal to \( q_t > q_{\min} \), independently of the position of peer \( t \). This content availability condition can be implemented as follows. Choose \( q_{\min}' \) such that \( (1 - e^{-q_{\min}'})/2 = q_{\min} \). Suppose that a peer (denoted by \( t \)) randomly seeks to position \( t = t_0 \) first. It will first download a fraction of the content from the range that may be requested by the peers in its client set. More specifically, let \( \psi(t_0) \) be the downloading position of the youngest peers in this peer’s client set \( D_{t_0} \). This peer then selects \( K \) intervals within \([\psi(t_0), t_0]\], each of which has a length of \( q_{\min}'(t_0 - \psi(t_0))/K \), where \( q_{\min}' > 0 \) satisfies \( 1 - (1 - q_{\min}')^{K/2} = q_t \). These \( K \) intervals are selected independently and uniformly randomly. At this point, it is easy to see that the above content-availability condition holds: for any peer \( s \) in \([\psi(t_0), t_0]\), the probability that peer \( t = t_0 \) has the required content for peer \( s \) is equal to the probability that peer \( s \) is in at least one of the \( K \) intervals, which is calculated as \( 1 - \left(1 - \frac{q_{\min}'}{K}\right)^{K/2} = q_t \). For sufficiently large \( K \), we will have \( q_t \geq (1 - e^{-q_{\min}'})/2 = q_{\min} \). Next, as peer \( t \) continues to watch the video, it downloads the content from \( t_0 \) to its current downloading position \( t > t_0 \). In order to meet the content availability condition for all peers in the client set \( D_t \), as long as \( D_t \) contains at least one peer \( s \) whose downloading position is smaller than \( t_0 \), then for all other peers in \( D_t \setminus (t_0, t) \), peer \( t \) is only willing to serve it with probability \( q_t \), independently of other peers. This restriction will continue until all peers \( s \in D_t \) advance past \( t_0 \). Then, peer \( t \) can serve all of its downstream neighbors (equivalently, \( q_t = 1 \)). As we will see later, this condition will be sufficient to achieve a close-to-optimal streaming rate.

(iii) Rate Allocation: To serve downstream neighbors, each peer applies a uniform rate-allocation algorithm that takes into account content-availability. Specifically, let \( D_t \subset D_t \) denote the set of peers in peer \( t \)'s client set \( D_t \), whom peer \( t \) has the requested data and is willing to serve. We call \( D_t \) the effective client set of peer \( t \). Let \( D_t = [D_t] \). The effective downstream neighbor set \( D_t \) of peer \( t \) will be the intersection of the effective client set and the downstream neighbor set of peer \( t \), i.e., \( D_t = D_t \cap D_t \). Then, each peer divides its upload capacity equally among all of its effective downstream neighbors. Thus, the streaming rate from peer \( s \) to peer \( t \), \( C_{s-t} \), is equal to \( V_s/D_t \) if \( t \in D_t \), and \( C_{s-t} = 0 \), otherwise.

TABLE I

| \( D_t \) | client set of peer \( t \) (containing roughly \( NQ \) peers) |
| \( \hat{D}_t \) | a subset of \( D_t \) that peer \( t \) has the requested content and is willing to serve |
| \( D_t \) | a subset of \( D_t \) with size \( M \) that are actual downstream neighbors of peer \( t \) |
| \( \bar{D}_t \) | intersection of \( D_t \) and \( D_t \), which are the peers that peer \( t \) serves |

We introduce the following condition to significantly reduce the overhead. Suppose that the targeted streaming rate is \( 1 -
the video’s normal playback speed. We enforce that the downloading position of each peer will also advance ahead of its playback position at the normal playback speed of the video. In other words, even if the available download rate that a peer receives from its upstream neighbors is larger than \((1 - \epsilon)\mu\), it will still download content at the speed of \((1 - \epsilon)\mu\). This condition ensures that the downloading positions of all peers advance at the same speed. In practice, the above design choice can be easily satisfied by the following protocol design: a peer will prefetch content for the video only up to a maximum lead-time ahead of its current playback position.

There are three benefits of this design. First, since the streaming rate of a video is known beforehand, the tracker can easily predict the advancement of each peer’s downloading position. Unless a peer fast-forwards/backwards, there is no need for the tracker to update and re-order peers’ downloading position. Hence, the signaling overhead is reduced significantly. Second, the upstream neighbors and downstream neighbors of each peer do not need to change constantly either, unless a neighbor leaves the system or fast-fowards/backwards. Third, each peer do not need to change constantly either, unless a neighbor leaves the system or fast-fowards/backwards. In other words, even if the available download rate that a peer receives from its upstream neighbors is larger than \((1 - \epsilon)\mu\), it will still download content at the speed of \((1 - \epsilon)\mu\). This condition ensures that the downloading positions of all peers advance at the same speed. In practice, the above design choice can be easily satisfied by the following protocol design: a peer will prefetch content for the video only up to a maximum lead-time ahead of its current playback position.

Theorem 1. For any \(\epsilon \in (0, 1)\) and \(d > 1\), choose \(\alpha \geq \frac{8d}{\log q_{\text{min}}}\) with \(p = \frac{\mu}{V_{\text{max}}}\). Suppose that each peer chooses \(M = \alpha \log N\) upstream neighbors. Then for sufficiently large \(N\) and \(K\), the following holds

\[
P \left( C_t \leq (1 - \epsilon)\mu, \text{ for some } t \in \mathbb{N}^{-} \right) \leq O \left( \frac{1}{N^{2d}} \right). \tag{1}\]

Theorem 1 shows that \(\Theta(\log N)\) upstream neighbors are sufficient for achieving close-to-optimal streaming rate of \((1 - \epsilon)\mu\) for all peers with high probability. Further, it provides additional insights on the required number of neighbors as a function of the system parameters. First, if we wish to achieve a closer-to-optimal streaming rate (i.e., smaller \(\epsilon\)) or a faster convergence of the probability (i.e., larger \(d\)), we need more neighbors per peer. Second, \(\alpha\) is inversely proportional to \(p = \frac{\mu}{V_{\text{max}}}\). Hence, if there are higher levels of variation in the distribution of upload capacities (i.e., the peak rate \(V_{\text{max}}\) is large and/or a significant fraction of peers have small upload capacities), the required number of neighbors per peer must also be larger to tackle the extra level of randomness.

Another important consequence of Theorem 1 is that \(\alpha\) is inversely proportional to \(q_{\text{min}}\). First, it is no longer necessary to ensure that an upstream neighbor of peer \(t\) always has the content that peer \(t\) requests (i.e., \(q_t = 1\) for all \(t\)). According to Theorem 1, in order to ensure near-optimal streaming rates, it would be sufficient if each peer has at least \(q_{\text{min}}\) fraction of the content that its downstream peers will likely request. This relaxation significantly simplifies the system design when there are random-seeks. For example, the content availability strategy described earlier would be sufficient. On the other hand, in order to improve system performance, we should design P2P protocols with large values of \(q_{\text{min}}\), since it reduces the required number of neighbors.

We next provide a sketch of the proof of Theorem 1. We first fix any peer \(t\) and show that the probability for its downloading rate \(C_t\) to be smaller than \((1 - \epsilon)\mu\) is \(\frac{1}{N^{2d}}\). Theorem 1 then follows by taking the union bound. Note that peer \(t\) has exactly \(M\) upstream neighbors that may help it. Index these \(M\) upstream neighbors as \(i = 1, \ldots, M\). Let \(I_i\) be the indicator function of the event that the \(i\)-th upstream neighbor of peer \(t\) is an effective upstream neighbor, and let \(\mathbf{I} = [I_1, I_2, \ldots, I_M]^T\). Then \(C_t\) can be represented by \(C_t = \sum_{i=1}^{M} \frac{V_{\text{I}_i}}{D_{\text{I}_i}}\). We note that compared to our prior work [2] for live streaming, a main difficulty here stems from the number of effective downstream peers \(D_{\text{I}_i}\) for each upstream neighbor \(i\). In [2], each upstream neighbor serves exactly \(M\) downstream peers. In contrast, here \(D_{\text{I}_i}\) is random and varies with an unknown parameter \(q_t\). Further, there exists non-trivial correlation across \(i\) because the client sets of different upstream neighbors of peer \(t\) overlap. To address this difficulty, we use the following main supporting lemma.

Lemma 2. Fix \(q_{\text{min}} > 0\). (a) Let \(\mathbf{I} = [\hat{I}_1, \hat{I}_2, \ldots, \hat{I}_M]^T\) be a set of \(M\) independent Bernoulli random variables such that \(P(I_i = 1) = q_t \geq q_{\text{min}}\). (b) Let \(\hat{D}_{\text{I}_i}, i = 1, 2, \ldots, M\), be \(M\) positive (and possibly correlated) random variables such that \(E[D_{\text{I}_i} I_i = 1] \leq p q_t M\) for some constant \(p > 0\). (c) Let \(\hat{D}_{\text{I}_i}, i = 1, 2, \ldots, M\), be \(M\) positive (and possibly correlated) random variables such that for any \(r_1, r_2, \ldots, r_M \geq 0\),

\[
E \left[ \exp \left( - \sum_{i=1}^{M} \frac{r_i}{D_{\text{I}_i}} \right) \right] \leq \prod_{i=1}^{M} E \left[ \exp \left( - \frac{r_i}{\hat{D}_{\text{I}_i}} \right) \right]. \tag{2}\]

(d) Let \(\hat{V}_i, i = 1, 2, \ldots, M\), be \(M\) i.i.d. random variables independent from \(\hat{D}_{\text{I}_i}\)’s and \(\hat{I}_i\)’s such that \(E[\hat{V}_i] = \mu\) and \(0 < \hat{V}_i < V_{\text{max}}\) for all \(i\). For and \(d > 0\), let \(\alpha \geq \frac{2d V_{\text{max}}}{\log q_{\text{min}}}\).

Then, for any \(\epsilon > 0\) there exists \(N_0\) such that when \(N > N_0\) and \(M = \alpha \log N\), the following holds

\[
P \left( \sum_{i=1}^{M} \frac{\hat{V}_i \hat{I}_i}{\hat{D}_{\text{I}_i}} \leq \frac{(1 - \epsilon)\mu}{\rho} \right) \leq O \left( \frac{1}{N^{2d}} \right). \]

The proof is omitted due to page limits and is available in [21]. We will soon relate \(\hat{I}_i, \hat{D}_{\text{I}_i}\) and \(\hat{V}_i\) to \(I_i, D_{\text{I}_i}\) and \(V_i\). To
interpret the result of Lemma 2, note that if \( \tilde{D}_t = \tilde{D}_t^+ \) and \( \tilde{D}_t^+ \)'s are independent from each other conditioned on \( \hat{I} \), then the condition in (2) trivially holds. Using Jensen's inequality, it is then easy to see that \( E[\tilde{C}_t] \geq \mu/\rho \), where \( \tilde{C}_t = \sum_{i=1}^{M} \tilde{V}_t \). Lemma 2 implies that, as long as \( M = o(\log N) \), the probability that \( \tilde{C}_t \leq (1-\epsilon)\mu/\rho \) will diminish to zero. The conditions in the lemma, however, allows the result to hold even if \( \tilde{D}_t^+ \)'s are correlated, and hence is very useful.

We will use Lemma 2 to show Theorem 1. For ease of exposition, we consider instead an alternative choice-set selection strategy called “random sequential-range", which is slightly different from the “random sequential” choice set selection strategy that we originally used. In such a “random sequential-range” choice set selection strategy, each user \( t \) chooses a choice set \( \hat{U}_t \) that contains all the other peers whose downloading position are in the range \( (t - \phi'(t), t + \phi'(t)) \), where \( \phi'(t) \) satisfies \( \int_{t-\phi'(t)}^{t} \gamma(\tau) d\tau = Q \), if \( \int_{t-\phi'(t)}^{t} \gamma(\tau) d\tau \geq Q \), and \( \phi'(t) = T(0) \), otherwise. Correspondingly, the client set \( \hat{D}_t \) of each peer \( t \) contains all the peers in the range \( [\psi'(t), t] \), where \( \psi'(t) \) satisfies \( \int_{\psi'(t)}^{t} \gamma(\tau) d\tau = Q \), if \( \int_{\psi'(t)}^{t} \gamma(\tau) d\tau \geq Q \), and \( \psi'(t) = 0 \), otherwise. Clearly, for any \( t \in [T(0) - \psi'(T(0)), T(0)] \), \( E[\hat{U}_t] = NQ \). When \( N \) is large, \( \hat{U}_t \) should concentrate on \( NQ \). Hence, we would expect that the performance of the two choice-set selection strategy are close to each other. A more general statement can be made as in the following lemma.

**Lemma 3.** Let \( X \) be the collection of all continuous intervals \( \Gamma \subseteq [0, T(0)) \). Fix \( L \geq 1 \). Given any \( \epsilon \in (0, 1) \), let

\[
A = \left\{ \frac{\sum_{k=1}^{L} n_k}{N} - \int_{\cup_{\Gamma_k \cap \Gamma_1}^{L} \gamma(\tau) d\tau} \leq \epsilon \int_{\cup_{\Gamma_k \cap \Gamma_1}^{L}} \gamma(\tau) d\tau + \epsilon, \right. \text{for all disjoint } \Gamma_1, ..., \Gamma_L \in X \right\},
\]

where \( n_k \) is the number of peers in \( \Gamma_k \). Then, for any \( d > 1 \), there exists \( N_0 \) such that for any \( N > N_0 \), \( P(A) \geq 1 - O \left( \frac{1}{N^2} \right) \).

The proof of Lemma 3 is provided in [21]. Note that if \( A \) happens, then the number of peers in every \( \cup_{\Gamma_k \cap \Gamma_1}^{L} \) will be close to its mean value. Lemma 3 states that such an event \( A \) happens with high probability. In the following, we will focus on the situation when event \( A \) holds. Let \( P_A(\cdot) \) and \( E_A(\cdot) \) denote the probability and the expectation conditioned on \( A \).

We are now ready to prove Theorem 1. Fix a peer \( t \) and its set of \( M \) upstream neighbors \( i = 1, ..., M \). First, we note that \( I_t \)'s are independent because the content availability of each upstream neighbor \( i \) is independent. Further, let \( q_i \) be the parameter introduced in the content availability condition in Section II-B. Then \( P(I_t = 1) = P_A(I_t = 1) = q_i \geq q_{\min} \). Thus, condition (a) of Lemma 2 is met with \( I_t = I_t \). Next, we will analyze the correlation between \( \tilde{D}_t \)'s. Consider an upstream neighbor \( i \). Let \( t_i \) be its current downloading position. If peer \( i \) recently random-sought to a position before \( t_i \), let \( t_{io} < t_i \) be the position that it first jumped to. Further, let \( \Gamma_i \) be the range of content from \( [\psi'(t_{io}), t_i] \) that peer \( i \) randomly downloaded when it first jumped to \( t_{io} \), according to the content availability strategy in Section II-B. Recall that the effective client set \( \tilde{D}_t \) is a subset of \( \tilde{D}_t \) that peer \( i \) has the requested content. \( \tilde{D}_t \) consists of two parts: (a) all the \( n_1 \) peers in \( \Gamma_1 \cap [\psi'(t_{io}), t_{io}] \), and (b) for the \( n_2 \) peers in \( [t_{io}, t_i] \), each of them is in \( \tilde{D}_t \) with probability \( q_i \) independent of others. Given \( A \) in Lemma 3, we must have, for any \( \epsilon \in (0, 1) \),

\[
n_1 \leq N \left( \int_{\Gamma_1 \cap [\psi'(t_{io}), t_{io}]} \gamma(\tau) d\tau + \epsilon \right) (1 + \epsilon) \geq n_1^+,
\]

\[
n_2 \leq N \left( \int_{[t_{io}, t_i]} \gamma(\tau) d\tau + \epsilon \right) (1 + \epsilon) \geq n_2^+.
\]

Now, consider an alternative system by adding \( (n_1^+ - n_1) + (n_2^+ - n_2) \) dummy peers. Construct a new set \( \tilde{D}_t^+ \) that contains all peers in \( \tilde{D}_t \). In addition, the first group of \( (n_1^+ - n_1) \) dummy peers are always added to \( \tilde{D}_t^+ \). For the second group of \( (n_2^+ - n_2) \) dummy peers, each of them is in \( \tilde{D}_t^+ \) with probability \( q_i \), independently of others. The advantage of making use of \( \tilde{D}_t^+ \) is that \( \tilde{D}_t^+ \) only depends on \( \tilde{I}_t \), \( t_{io} \), and \( \Gamma_i \). Further, \( \Gamma_i \) and \( t_{io} \) are independent across \( i \). Hence, \( \tilde{D}_t^+ \)'s are independent across \( i \) conditioned on \( A \). Further, \( \tilde{D}_t \subseteq \tilde{D}_t^+ \) by our construction.

Next, consider \( \tilde{D}_t \subseteq \tilde{D}_t^+ \), i.e., the set of effective downstream neighbors of \( t \). For each peer in \( \tilde{D}_t \), it randomly choose \( M \) upstream neighbors, one of which may be \( i \). Further, for each dummy peers in \( \tilde{D}_t^+ \), we also let it choose peer \( i \) as an upstream neighbor with prob \( \frac{M}{NQ} \). Let \( \tilde{D}_t^+ \) be the number of effective downstream neighbors of \( i \) in this alternative system. Note that \( \tilde{D}_t^+ \) may still be correlated across \( i \) (even though \( \tilde{D}_t^+ \)'s are independent). This is because the sets \( \tilde{D}_t^+ \)'s may overlap, and if an overlapped peer \( s \) has picked \( i \) as an upstream neighbor, it will be less likely to pick another upstream neighbor \( i' \in \{1, 2, ..., M\} \). Fortunately, we can show a negative dependency between \( \tilde{D}_t^+ \)'s. Specifically, if \( \tilde{D}_t^+ \) is large, then it is likely that less peers will pick \( i' \), and hence \( \tilde{D}_t^+ \) will likely be small. This negative dependency is made precise in the following lemma (see [21] for proof).

**Lemma 4.** For any \( r_1, r_2, ..., r_M \geq 0 \), \( \tilde{D}_t^+ \)'s satisfy

\[
E_A \left[ \exp \left( -\sum_{i=1}^{M} \frac{r_i}{\tilde{D}_t^+} \right) \right] \leq \prod_{i=1}^{M} E_A \left[ \exp \left( -\frac{r_i}{\tilde{D}_t^+} \right) \right].
\]

Note that \( \tilde{D}_t \geq \tilde{D}_t^+ \) by our construction. Hence, condition (c) of Lemma 2 holds with \( \tilde{D}_t = \tilde{D}_t \), and \( \tilde{D}_t^+ = \tilde{D}_t^+ \). To verify condition (b), we can show the following lemma based on the content availability condition. The proof is in [21].

**Lemma 5.** Suppose \( \gamma_{\min} \leq \gamma(t) \leq \gamma_{\max} \) for all \( t \in (0, T(0)) \) for some \( 0 < \gamma_{\min} \leq \gamma_{\max} \). For any \( \epsilon \in (0, 1) \), there exists \( K_0 \), such that for \( K > K_0 \), we have

\[
E_A \left[ \tilde{D}_t^+ | I, I_t = 1 \right] \leq (1 + \epsilon) q_i M.
\]

Thus, condition (b) of Lemma 2 holds. Finally, note that \( V_t \)'s are i.i.d. independent of all other random variables. Hence, Theorem 1 follows from Lemma 2 for the “random sequential-range" choice set selection strategy. One can then show that Theorem 1 also holds for our original policy [21].
III. A Multi-Channel P2P VoD System

In the last section, we have focused on a single-channel P2P system. In this section, we study a multi-channel P2P system. Peers in each channel are interested in viewing a common video, which is however different across channels. Based on our single-channel algorithm, we will propose a simple and robust cache placement policy that could achieve a close-to-optimal streaming capacity for all channels.

A. System Model

We consider a P2P VoD system containing $J$ channels. Let $\mathcal{J} = \{1, 2, ..., J\}$ denote the set of all channels, and $T_j^{(0)}$ denote the video length of channel $j$. Let $N_j$ denote the set of peers that are watching channel $j$, and $N_j = |N_j|$. Let $\mathcal{N}$ denote the set of all peers in the system, i.e., $\mathcal{N} = \bigcup_{j \in \mathcal{J}} N_j$ and $N = |\mathcal{N}|$. We assume that $N_j = p_j \cdot N$, where $p_j$ is the fraction of peers viewing channel $j$, which represents the popularity of channel $j$. Later on we will consider a system with large $N$, in which case we assume that $p_j$’s are fixed and do not change with $N$. Note that $N_j$ is fixed for a given $N$, which is consistent with our single-channel model. Within each channel, we use the same model as Section II-A, except that a subscript or superscript $j$ is added to each notation to denote the channel. For example, $Q_j$, $V_j^t$ and $D_j^t$ represents the probability that a channel $j$ peer’s downloading position is at $T_j^{(0)}$, the upload capacity of a peer in channel $j$ and the set of downstream neighbors of peer $t$ in channel $j$, respectively. We assume that $\mathbf{E}[V_j^t] = \mu$ for all $j$, i.e., the upload capacity in each channel has the same distribution.

Using the results from Section II, we know that each channel $j$ can sustain a maximum streaming rate around $(1 - \epsilon)\mu$. However, in a multi-channel system, it is typical that different channels have different streaming rate requirements. Let $R_j$ denote the targeted streaming rate for the video of channel $j$. Let $\mathbf{R} = [R_1, R_2, ..., R_J]^T$. Naturally, the streaming rate in some channel $j$ may satisfy $R_j \leq (1 - \epsilon)\mu$, which implies that the upload capacity of peers viewing the channel is sufficient to support the targeted streaming rate. Such channels are referred to as sufficient channels. On the other hand, some other channel may have $R_j \geq (1 - \epsilon)\mu$. We call such channels insufficient channels. We denote the set of insufficient channels as $\mathcal{I} = \{j \in \mathcal{J} | R_j \geq (1 - \epsilon)\mu\}$, and the set of sufficient channels as $\mathcal{S} = \{j \in \mathcal{J} | R_j \leq (1 - \epsilon)\mu\}$. Seemingly, peers in an insufficient channel will not have enough upload capacity to stream the desired video.

A natural idea to improve the overall system performance is to use the extra capacity from sufficient channels to help the peers in insufficient channels. This kind of helping will obviously support a larger set of vectors $\mathbf{R}$ of streaming rate requirements. We define the streaming capacity region $\Lambda$ of the multi-channel system as the set of streaming rate vectors, such that for each $\mathbf{R} \in \Lambda$, under some centralized peer-selection and rate-allocation strategy, every peer in the system can receive a sufficient downloading rate $\tilde{R}_j$ to view its desired channel. Assuming that the contribution of server capacity is minimal, the largest possible streaming capacity region is given by $\Lambda_n = \left\{ \mathbf{R} \left| \sum_{j=1}^{J} (1 - Q_j) N_j R_j \leq \sum_{i \in \mathcal{N}} \mathbf{E}[V_i] \right. \right\}$. In other words, since the upload capacity of peers is the only in the system, the best we can do is to support those rate vectors $\mathbf{R}$ such that the summation of all demand is no greater than the summation of the overall upload capacity. Again, $Q_j$’s are usually not very large in practice, and hence we will omit the contribution of $Q_j$ in the rest of this section. Let

$$\Lambda_m = \left\{ \mathbf{R} \left| \sum_{j=1}^{J} N_j R_j \leq \sum_{i \in \mathcal{N}} \mathbf{E}[V_i] \right. \right\}.$$  

We say that a multi-channel control algorithm achieves a close-to-optimal capacity region, if for any $\mathbf{R} \in (1 - \epsilon)\Lambda_m$ with some $\epsilon > 0$, all peers in each channel $j$ can sustain the streaming rate $R_j$. In order for peers from a sufficient channel $k$ to help peers in an insufficient channel $j$, the peers in channel $k$ must already have the content for channel $j$, in addition to the content for channel $k$ that they are interested in viewing. For this purpose, we assume that, in addition to the video from its own channel, each peer also caches an additional video from one other channel, and hence can serve this cached video to peers in that channel. (Note that although we assume that the entire video from another channel is cached in this case, a similar line of analysis can be carried out if the video from another channel is divided into a small number of parts, and each peer only cached one part of the video.) Further, we assume that the cached content has already been pre-loaded, and we ignore the bandwidth resources to place these cached contents. We will then study the optimal placement probabilities for each video and how to best use the cached content. We note that a similar assumption of pre-loading cached content has been made in other prior works [13], [14], [18] that study the optimal cache placement probability. In practice, this kind of proactive deployment can be implemented in several ways. One possibility is to let the peers download the cached videos from the server during non-busy hours. Such a method is especially useful when the peers are always online, e.g., when using set-top boxes. Another possibility is to perform active push or passive replacement using a randomized algorithm [18].

The key assumption here and in [13], [14], [18] is that the cache content will change at a much slower time-scale than the content that each peer is interested in viewing. Hence, the cache replenishment process can be performed much more slowly, and thus the amount of bandwidth consumed for cache placement will be significantly smaller than the amount of bandwidth consumed for streaming.

B. Algorithm and Performance

We start with our cache-placement algorithm, which has some similarity to the “proportional-to-deficient-bandwidth” policy in [18]. (However, note that its optimality is not rigorously shown in [18].)

(i) Cache Placement: As we discussed earlier, each peer will cache one other video in addition to its currently-watching video. We refer to the other video as a substitute video. Let $\Lambda_j = \{\mathbf{R} | \mathbf{R} \in \Lambda_m \land \sum_{i \in \mathcal{S}} \mathbf{E}[V_i] \geq \sum_{i \in \mathcal{I}} \mathbf{E}[V_i] \land \sum_{i \in \mathcal{S}} N_i R_i \leq \sum_{i \in \mathcal{I}} N_i R_i \}$.
video. The tracker maintains which peers cache which videos. Given \( R \in (1 - \epsilon)\Lambda_m \), the tracker determines the required number of additional helpers for each channel \( j \), \( h^r_j \), according to \( h^r_j = \frac{N_j R_j}{\mu_j [1 - \epsilon]} - \sqrt{1 - \epsilon} N_j \). Here, \( h^r_j \) can be interpreted as the deficit of upload bandwidth in channel \( j \). Note that using \( h^r_j \), the tracker can classify sufficient and insufficient channels: for a sufficient channel \( j \), \( h^r_j \) is negative or zero; for an insufficient channel \( j \), \( h^r_j \) gives a positive value. Every peer in each sufficient channel \( k \) caches a video randomly chosen from those of insufficient channels with the following distribution: the probability \( \eta_{kj} \) that a peer in channel \( k \) caches the video of channel \( j \) satisfies

\[
\eta_{kj} = \eta_j \triangleq \frac{h^r_j}{\sum_{d \in \mathcal{J}} h^r_d}, \quad \text{for all } k \in S, j \in \mathcal{I}. \tag{3}
\]

Note that this probability only depends on \( R_j \) (video rate), \( \mu \) (average upload capacity), \( p_j \) (video popularity), but is independent of \( N \). Due to such a randomized cache placement policy, a random number of peers in each sufficient channel \( k \) cache a copy of channel \( j \)’s video. Let us denote this number by \( H_{kj} \). The total number of peers in sufficient channels that cache the video for channel \( j \) is then \( H_j = \sum_{k \in \mathcal{J}} H_{kj} \). In our algorithm, the tracker randomly chooses \( H_{kj} \) peers among the \( H_{kj} \) peers in channel \( k \) (which cache video \( j \)) to help channel \( j \in \mathcal{I} \), where \( H_{kj} \) is given by \( H_{kj} = \left\lfloor \frac{|h^r_j|}{\sum_{b \in \mathcal{B}} |h^r_b|} \right\rfloor \). We call these \( H_{kj} \) peers “helpers” for channel \( j \), and we use \( H_j \) to denote the set of all helpers assigned to help channel \( j \). Note that if \( H_{kj} > H_{kj} \), our algorithm will fail because there is not a sufficient number of peers who cache the video. However, we show in [21] that this failure probability goes to 0 as \( N \to \infty \). Hence, the actual number of helpers for each channel \( j \) is \( H_j \triangleq |H_j| = \sum_{k \in \mathcal{J}} H_{kj} \).

(ii) Peer Selection and Rate Allocation: Each peer \( t \) in an insufficient channel \( j \) uniformly randomly selects \( M_N \) upstream neighbors from its choice set \( \mathcal{U}_j \) and uniformly randomly picks \( M_H \) upstream neighbors from its helper set \( \mathcal{H}_j \), where \( M_H + M_N = M \). Each peer in a sufficient channel only needs to select \( M_H = 0 \) upstream neighbors from its choice set (i.e., \( M_H = 0 \) for peers in sufficient channels). Note that if a peer in a sufficient channel \( k \) is selected into the helper set \( \mathcal{H}_j \) of an insufficient channel \( j \), its upload capacity will be completely reserved for serving peers in channel \( j \), and will not be used to serve peers in its own viewing channel. Each upstream peer still applies the uniform rate-allocation strategy. All other parts of the peer selection and rate allocation algorithms remain the same as in the single-channel case. We can show that with our simple multi-channel control algorithms, the targeted streaming rate of each channel can be attained with high probability. Specifically, let \( C^b_t \) be the achieve streaming of peer \( t \) in channel \( k \in \mathcal{J} \). We have the following main result for multi-channel systems. Detailed analysis and proofs are omitted due to space constraints and are available in our online technical report [21].

**Theorem 6.** Given any \( \epsilon \in (0, 1), d > 1 \) and \( R \in (1 - \epsilon)\Lambda_m \), let \( \epsilon' = 1 - \sqrt{1 - \epsilon} \). There exists \( N_0 \) such that if \( N \geq N_0 \),

\[
M = \alpha \log N \quad \text{and} \quad \alpha \geq \min\{\rho_{\min}, p, 2\sqrt{\min\{p, q\}}\} q_{\min}^{-2}, \text{then we can find } M_H \text{ and } M_N \text{ such that }
\]

\[
P \left( C^b_t \leq R_k, \text{ for some } k \in \mathcal{J} \text{ and } t \in \mathcal{N}_k \right) \leq O \left( \frac{1}{N^d} \right).
\]

## IV. Simulation Results

In this section, we provide simulation results of both single-channel and multi-channel systems to verify our analytical results. We first simulate a single-channel system and study the probability that peers achieve close-to-optimal streaming capacity as the number of each peer’s upstream neighbor number increases. We will also compare performance as we vary different system parameters, such as the distribution of peers’ upload capacity (represented by \( p = \frac{\mu}{v_{\max}} \)) and the content availability at peers (represented by \( q = q_{\min} \)). Throughout, the single channel system has \( N = 20000 \) peers. The upload capacity of each peer is assumed to be ON-OFF, i.e., \( p(V_i = V_{\max}) = p \) and \( p(V_i = 0) = 1 - p \) for each peer \( i \). We assume that \( V_{\max} = 10 \). The average upload capacity of peers is \( \mu = p V_{\max} \). The video length of the channel is \( T^{(0)} = 3 \) (hours), and we assume that the downloading positions of all the peers satisfy an exponential distribution, with the density function \( \gamma(t) = e^{-t} \) for \( t \in [0, 3] \). The parameter \( Q \), which is the probability that a peer’s downloading position is \( T^{(0)} \), is given by \( Q = e^{-3} \approx 0.05 \). We vary the number of upstream neighbors per peer from \( M = 10 \log N = 99 \) to \( M = 90 \log N = 891 \), which correspond to 0.5% to 4.45% of the total number of peers \( N \). Then, for each choice of the system parameters \( \{q, q, \epsilon\} \) and the number of upstream neighbors per peer, we generate a single-channel P2P VoD streaming system according to our single-channel P2P control algorithms for 1000 times. In each run of the simulation, we record the smallest downloading rate among all peers and compare it with \( (1 - \epsilon)\mu \). We count the number of times that this smallest downloading rate is larger than \( (1 - \epsilon)\mu \) and plot the probability for that to happen. The result is shown in Fig. 1. We can observe from the simulation results that, when \( p = 0.9 \), \( q = 0.9 \), \( \epsilon = 0.3 \), and when each peer selects no fewer than \( 10 \log N = 100 \) (which corresponds to 0.5% of \( N \)) upstream neighbors, a downloading rate higher than \( 1 - \epsilon = 70\% \) of the average peer upload-capacity can be achieved in the entire network with probability close to 1. (We note that while \( q_{\min} = 0.9 \) appears to be large, it only means that each peer has 90% of the content for the range of its client set, which is of a small size \( N Q = 0.05N \).) When \( p \) is reduced to 0.5 or \( q \) is reduced to 0.5, more upstream neighbors are needed to achieve the same performance. Further, under the same values of \( p \) and \( q \), when we reduce \( \epsilon \) to 0.2, more upstream neighbors are needed to achieve the same performance. These observations verify our insights following Theorem 1.

Next, we simulate a multi-channel P2P VoD system with 4 channels. We use the same settings as in the single-channel simulations on the distribution of peer upload capacities and the distribution of peers’ downloading positions. We set \( V_{\max} = 10 \) and \( p = 0.5 \). The content availability is given by \( q = q_{\min} = 0.9 \). We set \( N_1 = 4000 \), \( N_2 = 6000 \), \( N_3 = 3000 \), \( N_4 = 7000 \).
possibly by using more sophisticated peer-selection and rate-allocation algorithms than those studied in this paper. The challenge would be how to improve the system performance while retaining the simplicity and decentralized properties.
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