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A Systematic Electromagnetic-Circuit Method for EMI Analysis of Coupled Interconnects on Dispersive Dielectrics
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Abstract—This paper presents a systematic electromagnetic-circuit method for efficient simulation of coupled interconnects on dispersive dielectrics in the presence of electromagnetic interference. The dispersive substrate of coupled interconnects is characterized by the multiterm Debye or Lorentz formula. According to the differential equations derived from the equivalent circuit modeling of dispersive media, the full-wave finite-difference time-domain algorithm is utilized to capture accurate field in a dispersive substrate. The effects of incident field, under the quasi-TEM assumption, are then represented by the distributed sources along transmission lines. An efficient algorithm based on the waveform relaxation with transverse partitioning (WR-TP) is employed for fast simulation of coupled transmission lines. A simple and clear derivation of the relaxation sources in WR-TP is described and the compact results are given. The impact of dispersive dielectrics on the incident field, and thus to the transient response of interconnects, is investigated by comparison with conventional techniques. Several numerical examples are given to illustrate the accuracy and efficiency of the proposed method.

Index Terms—Electromagnetic interference (EMI), finite difference time domain (FDTD), frequency-dependent parameters, interconnects, waveform relaxation.

I. INTRODUCTION

WITH THE ever-increasing operating speeds and decreasing structure sizes, electromagnetic compatibility (EMC) has become a major concern in modern circuit designs since high-speed interconnects at various hierarchical levels may serve as spurious antennas at high frequencies and lead to strong coupling of electromagnetic interference (EMI). This electromagnetic coupling can seriously deteriorate the signal integrity of the design and cause false switching of waveforms. Meanwhile, due to skin, edge, and proximity effects and lossy substrates, the frequency dependence of interconnect parameters becomes more and more popular in practical cases [1]. Successful modeling of interconnects requires accurate material parameter characterization over a wide band of frequencies. For example, wideband frequency-domain characterization of FR-4 has been described in [2] and [3], where the real and imaginary parts of the complex permittivity were related by the Hilbert transform, a causal response in the time domain was obtained thereby. In [4], the partial-element equivalent-circuit (PEEC) modeling of dispersive dielectrics was introduced, where the general media are represented by the Debye, as well as Lorentz, models and its validity was illustrated by different transmission-line structures.

Incorporating the effects of incident electromagnetic fields into interconnect simulation has been a problem of interest for many years. The most general approach to solve this problem is the full-wave technique formulated as the 3-D electromagnetic field. While accurate, this kind of algorithm would require great computational resources if applied to practical sized printed circuit board (PCB) problems. Thus, for many practical cases, it is more common to use the distributed transmission-line model under the quasi-TEM assumption, where the existence of external field coupling is introduced by distributed voltage and current sources along the lines [5], [6]. Various techniques have been proposed for solving the transmission-line model with distributed sources [5]–[15]. To guarantee the passivity in the developed model, an algorithm based on the matrix rational approximation (MRA) [16] has been presented for macromodeling of transmission lines. By employing the delay extraction technique, this method can also deal with long delay transmission lines in the presence of EMI [13]. Recently, a new spectral formulation has also been presented for the transient analysis of plane-wave coupling to transmission lines with frequency-dependent parameters [15]. Nevertheless, most of these techniques treat the medium surrounding interconnects as homogenous air in the calculation of incident field. Despite its simplicity, imposing such a condition may produce poor results at high frequencies. In [11], an efficient physical optics technique has been utilized to calculated the field in a layered inhomogeneous medium. In [12], a full-wave field simulation has been carried out to accurately characterize the perturbation of the incident field due to the dielectric substrate. The dispersion of substrate material, however, was not taken into consideration.

For EMI analysis, another challenge is that of the large number of coupled lines in an interconnection structure. In recent years, an efficient method based on waveform relaxation with transverse partitioning (WR-TP) [17] was presented for the simulation of large coupled interconnects. In WR-TP, the coupling effects due to the neighboring lines are represented by...
the relaxation voltage and current sources within the sub-circuits. The computational cost of this algorithm grows almost linearly with the number of coupled lines, providing a significant speedup compared to conventional model. It is also highly suitable for parallel implementation for further improvement of efficiency. In the past few years, this WR-TP technique has been extended to the simulation of coupled interconnects with frequency-dependent parameters [18]. More recently, a parallel algorithm based on the physical and time-domain partitioning has been proposed for simulations of massively coupled interconnects [19]. The WR-TP algorithm has also been implemented for fast simulation of interconnects in the presence of incident field [14]. Nevertheless, the impact of the dielectric substrate on the incident field was ignored in the calculation, which would cause incorrect transient response along the transmission lines.

In this paper, an efficient hybrid method for EMI analysis of coupled interconnects on dispersive dielectrics is presented. The implementation of this method consists of two stages, one is for electromagnetic simulation and the other is for circuit simulation. In the electromagnetic simulation, in order to accurately model the field in a dispersive substrate, a full-wave finite-difference time-domain (FDTD) algorithm is exploited based on the differential equations derived from the equivalent circuit modeling (ECM) technique. Both the Debye and Lorentz media are taken into consideration in the modeling. In the region of circuit simulation, the WR-TP approach is utilized for efficient computation of coupled transmission lines with frequency-dependent parameters in the presence of EMI. The relaxation voltage and current sources in the algorithm are derived and described in a compact form. Additional distributed voltage sources, which denote the effects of the excitation field, are computed with the results obtained from the electromagnetic simulation.

This paper is organized as follows. In Section II, the modeling of transmission lines with frequency-dependent parameters and incident field coupling is described. In Section III, the WR-TP algorithm is employed for efficient EMI simulation of coupled interconnects. In Section IV, full-wave electromagnetic simulation of the incident field in the dispersive media is proposed. The numerical results and conclusion are presented in Sections V and VI, respectively.

II. Modeling of Interconnects with Frequency-Dependent Parameters and Incident Field Coupling

A. Formulation of Transmission Lines for EMI Analysis

Consider N-coupled transmission lines excited by an incident electromagnetic field, as shown in Fig. 1.

Depending on the definition of line voltage, two different, but equivalent formulations can be derived to describe transmission lines [6]. The transmission-line equations in terms of total voltages are given by

\[ \frac{dV(z, s)}{dz} + Z(s)I(z, s) = V_F(z, s) \]  

where

\[ V_F(z, s) = F(z, s) - \frac{d}{dz} \int_{\rho(z, y, s)} E_t(\rho, z, s) d\rho \]  

\[ I_F(z, s) = -Y(s) \int_{\rho'(z, y, s)} E_r(\rho, z, s) d\rho \]  

In \( V_F(z, s) \), \( F(z, s) \) is expressed as

\[ F(z, s) = \begin{bmatrix} E_x(\text{con,} k, z, s) - E_x(\text{ref,} z, s) & \cdots \\ \vdots & \ddots & \vdots \\ \end{bmatrix} \]  

where \( E_x \) is the axial component of the incident field, \( E_r \) is the transverse component of the incident field, \( \text{con,} k \) denotes the k-th conductor, and \( \rho \) is a contour in the transverse \((x, y)\) plane.

From (1a)-(1e), it is easy to derive the transmission-line equations in terms of scattered voltages as

\[ \frac{dV^s(z, s)}{dz} + Z(s)I(z, s) = F(z, s) \]  

\[ \frac{dI(z, s)}{dz} + Y(s)V^s(z, s) = 0 \]  

The scattered voltage \( V^s \) along the transmission lines is related to the total voltage \( V \) by the following expression [6]:

\[ V(z, s) = V^s(z, s) + T(z, s) \]  

where

\[ T(z, s) = \begin{bmatrix} \vdots \\
- \int_{\rho(z, y, s)} E_r(\rho, z, s) d\rho \\
\vdots 
\end{bmatrix} \]
By comparison, the transmission-line equations in terms of scattered voltages are more convenient to deal with lines with frequency-dependent parameters since there is not distributed current source in (2b). Therefore, the following derivations are all based on the expressions of (2a) and (2b). For convenience, however, the superscript $s$ on the scattered voltage $V^s$ will be suppressed.

B. Modeling of Transmission Lines With Frequency-Dependent Parameters

Without loss of generality, it is assumed that the per-unit-length (p.u.l.) frequency-dependent parameters of transmission lines are obtained at a set of discrete frequencies. The vector-fitting algorithm [20] followed by a passive check and compensation technique [21] is used to generate the positive-real closed form of the series impedance matrix and parallel admittance matrix

$$Z(s) \cong R_0 + sL_0 + \sum_{q=1}^{Q_1} \frac{1}{s - P_q} R_q$$

(4a)

$$Y(s) \cong G_0 + sC_0 + \sum_{q=1}^{Q_2} \frac{1}{s - B_q} G_q$$

(4b)

where $Q_1$ and $Q_2$ represent the number of poles used in the rational approximation. These equations can be cast into the realizable form of an equivalent circuit network as [22]

$$Z(s) = \tilde{R}_0 + s\tilde{L}_0 + \sum_{q=1}^{Q_1} \frac{s}{s - \tilde{P}_q} \tilde{R}_q$$

(5a)

$$Y(s) = \tilde{G}_0 + s\tilde{C}_0 + \sum_{q=1}^{Q_2} \frac{s}{s - \tilde{B}_q} \tilde{G}_q$$

(5b)

where $\tilde{R}_0$ and $\tilde{R}_q$ are the equivalent resistance, $\tilde{G}_0$ and $\tilde{G}_q$ are the equivalent conductance, and are given by

$$\tilde{R}_0 = R_0 - \sum_{q=1}^{Q_1} \frac{1}{\tilde{P}_q} R_q$$

(5c)

$$\tilde{R}_q = \frac{1}{\tilde{P}_q} R_q$$

(5d)

$$\tilde{G}_0 = G_0 - \sum_{q=1}^{Q_2} \frac{1}{\tilde{B}_q} G_q$$

(5e)

$$\tilde{G}_q = \frac{1}{\tilde{B}_q} G_q.$$  

(5f)

The generalized equivalent circuit representations [23] of series impedance matrix $Z(s)$; and parallel admittance matrix $Y(s)$ are described in Fig. 2. The equivalent inductance $\tilde{L}_q$ and equivalent capacitance $\tilde{C}_q$ in Fig. 2 are given, respectively, by

$$\tilde{L}_q = \frac{1}{\tilde{P}_q} \tilde{R}_q$$

(6a)

$$\tilde{C}_q = -\frac{1}{\tilde{B}_q} \tilde{G}_q.$$  

(6b)

From Fig. 2, it is straightforward to obtain

$$\tilde{R}_q I_{\tilde{R}_q} = s\tilde{L}_q I_{\tilde{L}_q}$$

(7a)

$$\tilde{G}_q I_{\tilde{C}_q} = s\tilde{C}_q V_{\tilde{C}_q}.$$  

(7b)

Combining (6a) and (6b) and (7a) and (7b), we have the relationships

$$\tilde{R}_q^{k,k} I_{\tilde{R}_q} = s\tilde{L}_q^{k,k} I_{\tilde{L}_q}$$

(8a)

$$\tilde{G}_q^{k,k} V_{\tilde{C}_q} = s\tilde{C}_q^{k,k} V_{\tilde{C}_q}$$

(8b)

where $j,k = 1,\ldots,N$. Despite their simplicity, these relationships are important for the derivation of relaxation sources in the WR-TP algorithm presented in Section III. They imply that the coupling effects of off-diagonal elements in $\tilde{R}_q$ and $\tilde{L}_q$ are essentially equivalent. Analogously, the coupling effects of the off-diagonal elements in $\tilde{G}_q$ and $\tilde{C}_q$ are also equivalent.

III. Implementation of Waveform Relaxation With Transverse Partitioning

A. Formulation of WR-TP for EMI Simulation

In the implementation of the WR-TP technique, the expressions of coupled transmission lines (2a) and (2b) should be written in the form of individual lines with relaxation sources. The resulting equations in a matrix form is given by

$$\frac{d\Phi^{(r+1)}(z,s)}{dz} + D(s)\Phi^{(r+1)}(z,s) + P(s)\Phi^{(r)}(z,s) = K(z,s)$$

(9a)

where

$$\Phi^{(r+1)}(z,s) = \begin{bmatrix} \Phi^{(r+1)}(z,s) \\ f^{(r+1)}(z,s) \end{bmatrix}$$

(9b)

$$D(s) = \begin{bmatrix} 0 & \text{diag}(Z(s)) \\ \text{diag}(Y(s)) & 0 \end{bmatrix}$$

(9c)

$$P(s) = \begin{bmatrix} 0 & \text{nondiag}(Z(s)) \\ \text{nondiag}(Y(s)) & 0 \end{bmatrix}$$

(9d)

$$K(z,s) = \begin{bmatrix} F(z,s) \\ 0 \end{bmatrix}.$$  

(9e)

Here, the functions $\text{diag}$ and $\text{nondiag}$ are used to obtain the diagonal and nondiagonal entries of a matrix, respectively.
These equations can be solved as [17]

\[
\Phi^{(r+1)}(d) = e^{-D\Phi^{(r+1)}(0)}
\]

\[
+ \sum_{m=1}^{M} e^{D(d-z_m)} \left[ K(z_m) - P\Phi^{(r)}(z_m) \right] \Delta z
\]

\[
(10)
\]

where \(d\) is the total length of transmission lines and \(M\) is the number of discretization points. As indicated in [17], (10) can be realized using equivalent circuits in either the time or frequency domains. To integrate the model with SPICE-like circuit simulators [24] conveniently, the time-domain equivalent circuits are depicted in Fig. 3.

Notice that the scattered voltage in (10) should be transformed to the total voltage using (3a) and (3b) when connected with terminal loads in the circuit simulation. Therefore, additional voltage sources are placed at two terminals of each line, as shown in Fig. 3. They are given by

\[
T^j(0, t) = - \int_{s^j(0, t)} E_t^j(\rho, 0, t) d\rho \quad (11a)
\]

\[
T^j(d, t) = - \int_{s^j(d, t)} E_t^j(\rho, d, t) d\rho. \quad (11b)
\]

Referring to Fig. 2, the equivalent circuit for one segment of the \(j\)th line in Fig. 3 can be realized in Fig. 4. The calculation of the relaxation voltage source \(e^{j(r)}\) and current source \(p^{j(r)}\) is described as follows.

As pointed out in Section II that \(\bar{R}_q\) and \(\bar{L}_q\) are in parallel and the coupling effects of off-diagonal elements in \(\bar{R}_q\) and \(\bar{L}_q\) are equivalent [see (8a)], we only need to consider one of them in \(e^{j(r)}\) (e.g., in the derivation of this paper we choose the coupling of off-diagonal elements in \(\bar{R}_q\)). The calculation of \(p^{j(r)}\) can be done in a similar way. In addition, making use of the following relationships:

\[
\bar{R}_q \quad k \quad k \quad \bar{R}_s = \frac{\bar{R}_q \quad k \quad k \quad \bar{R}_s}{\bar{R}_s}
\]

\[
\bar{G}_q \quad k \quad k \quad \bar{G}_s = \frac{\bar{G}_q \quad k \quad k \quad \bar{G}_s}{\bar{G}_s}
\]

the relaxation voltage and current sources in Fig. 4 can be written as

\[
e^{j(r)}(z_m, t) = \sum_{k=1}^{N} \left[ \frac{\bar{R}_q \quad k \quad k \quad \bar{R}_s + I^j_k \quad k \quad L^j_k \quad k \quad L_s + Q^j_k \quad k \quad k \quad \bar{R}_s}{\bar{R}_q \quad k \quad k \quad \bar{R}_s} \right]
\]

\[
p^{j(r)}(z_m, t) = \sum_{k=1}^{N} \left[ \frac{\bar{G}_q \quad k \quad k \quad \bar{G}_s + C^j_k \quad k \quad C^j_k \quad k \quad C_s + Q^j_k \quad k \quad k \quad \bar{G}_s}{\bar{G}_q \quad k \quad k \quad \bar{G}_s} \right].
\]

Note that the expression of (13a) and (13b) is much more compact than that in [18] and the derivation process is simple and clear.

In this way, the \(N\)-coupled transmission lines are partitioned into \(N\) single lines with relaxation sources, and the iteration calculation is executed until the convergence is achieved. The computational cost increases almost linearly with \(N\) [14], [18], providing a significant speed up as compared to conventional methods. Note that the force source \(f^j(z_m, t)\) remains unchanged during the iteration. The calculation of \(f^j(z_m, t)\) will be investigated in Section IV.

B. Strongly Coupled Transmission Lines

As mentioned in the previous literature on WR-TP [14], [17]–[19], the coupled transmission lines are partitioned in the
transverse direction taking advantage of the relatively weak coupling between individual traces. If several traces are placed close together, strong coupling between them will exist. In this case, they should be grouped together within the same sub-circuit [17]. This idea can be implemented in a straightforward way by making some modifications to the relaxation sources derived earlier in this section.

For simplicity and without loss of generality, it is assumed that strong coupling exists between the lines \( j, v, \text{ and } w \). Again, we consider the modeling of the \( j \)-th line for example. The equivalent circuits described in Figs. 3 and 4 are still available, except that the relaxation voltage and current sources are required to be modified. They can be divided into two parts, one is for strong coupling from lines \( v \) and \( w \), and the other is for the relatively weak coupling from other lines. The former is the controlled source of the \( j \)-th iteration, while the latter is that of the \( j \)-th iteration that is known. They can be described by

\[
e_j^{(r)}(z_m, t) = e_j^{(r+1)}(z_m, t) + e_j^{(r+1)}(z_m, t)
\]

\[
p_j^{(r)}(z_m, t) = p_j^{(r+1)}(z_m, t) + p_j^{(r+1)}(z_m, t)
\]  

(14a)

(14b)

where

\[
e_j^{(r+1)}(z_m, t) = \sum_{k=v,w} \left[ \frac{R_{jk,k}^{(r+1)}}{L_{0k}} \phi_k^{(r+1)}(t) + \frac{L_{jk,k}^{(r+1)}}{R_{0k}} \psi_k^{(r+1)}(t) + \sum_{q=1}^{Q_j} \frac{R_{jk,q}^{(r+1)}}{R_{0q}} \psi_q^{(r+1)}(t) \right]
\]

(14c)

\[
p_j^{(r+1)}(z_m, t) = \sum_{k=v,w} \left[ \frac{C_{jk,k}^{(r+1)}}{G_{0k}} \theta_k^{(r+1)}(t) + \frac{C_{jk,k}^{(r+1)}}{C_{0k}} \theta_k^{(r)}(t) + \sum_{q=1}^{Q_j} \frac{C_{jk,q}^{(r+1)}}{G_{0q}} \theta_q^{(r+1)}(t) \right]
\]

(14d)

\[
e_j^{(r)}(z_m, t) = \sum_{k=v,w} \left[ \frac{R_{jk,k}^{(r)}}{L_{0k}} \phi_k^{(r)}(t) + \frac{L_{jk,k}^{(r)}}{R_{0k}} \psi_k^{(r)}(t) + \sum_{q=1}^{Q_j} \frac{R_{jk,q}^{(r)}}{R_{0q}} \psi_q^{(r)}(t) \right]
\]

(14e)

\[
p_j^{(r)}(z_m, t) = \sum_{k=v,w} \left[ \frac{C_{jk,k}^{(r)}}{G_{0k}} \theta_k^{(r)}(t) + \frac{C_{jk,k}^{(r)}}{C_{0k}} \theta_k^{(r)}(t) + \sum_{q=1}^{Q_j} \frac{C_{jk,q}^{(r)}}{G_{0q}} \theta_q^{(r)}(t) \right]
\]

(14f)

The similar treatment can be made for lines \( v \) and \( w \), while other lines remain the expressions of (13a) and (13b).

It is worth noting that the term of “strong coupling” mentioned above is actually a relative concept. Whether several lines are suggested to be grouped together in a sub-circuit is not determined by the absolute values of coupling coefficients, but their relative values comparing with other lines.

IV. MODELING AND SIMULATION OF DISPERSE MEDIA

In this paper, it is assumed that the coupled interconnects are placed on or embedded in a dispersive substrate. In order to obtain the distribution voltage sources in (2a) produced by the external field coupling, the corresponding field quantities are calculated with the full-wave electromagnetic simulation in the absence of the conductors [12]. For accurate modeling, it is important to consider frequency variations of the dielectric parameters, which are available as table data provided by the manufacturers or described by standard physics-based formulations like the Debye or Lorentz models [2]–[4]. In practice, the multiterm Debye function expansion is suitable for modeling the dielectric behavior of most PCB materials (e.g., FR-4 in [2]).

Over the past two decades, approaches based on the Yee FDTD algorithm have been widely studied and developed for modeling dispersive materials [25]. In general, these methods can be divided into three basic categories: recursive convolution methods [26], [27], z-transform methods [28] and auxiliary differential equation (ADE) methods [29]–[32]. Recently, an equivalent-circuit FDTD method [33] has been proposed for the modeling of dispersive materials. A complete circuital formulation of the conventional FDTD was represented in this method. In [4], the similar equivalent-circuit representation was also exploited in the development of a PEEC formulation for dispersive media. In this section, however, our purpose is to calculate the fields in a dispersive substrate, the formulations based on the Maxwell equations are therefore more suitable.

A. ECM of Debye Media

For a Debye medium having \( Q \) poles, the expression of permittivity is written as

\[
\varepsilon(s) = \varepsilon_0 \varepsilon_\infty + \sum_{q=1}^{Q_j} \frac{\varepsilon_0 \Delta \varepsilon_q}{1 + s \tau_q}
\]

(15)

where \( \varepsilon_0 \) is the permittivity of free space, \( \varepsilon_\infty \) is the permittivity at “infinite” frequency, \( \Delta \varepsilon_q = \varepsilon_{q,\infty} - \varepsilon_{q,0} \) is the variation in relative permittivity due to the \( q \)-th pole, and \( \tau_q \) is the \( q \)-th relaxation time. Without loss of generality, the Maxwell curl equation concerning the \( y \)-directed electric field is given by

\[
\frac{\partial H_y}{\partial z} - \frac{\partial H_z}{\partial x} = \left( \varepsilon_0 \varepsilon_\infty \delta + \sum_{q=1}^{Q_j} \frac{\varepsilon_0 \Delta \varepsilon_q \varepsilon_y \delta}{1 + j \omega \tau_q} \right) E_y.
\]

(16)

In contrast to the traditional methods with the introduction of the electric polarization vector to develop ADEs [29], [31], a convenient technique based on the ECM is utilized here (the equivalence between the ECM and ADE formulations is explained in the Appendix). Inspired by the equivalent-circuit model of frequency-dependent interconnects in Section II, (16) can be represented by an admittance-type ECM, as shown in Fig. 5, where \( C_0 = \varepsilon_0 \varepsilon_\infty \cdot C_0 = \varepsilon_0 \Delta \varepsilon_q, G_q = C_q / \tau_q, V = E_y, V_q = E_y(q), \) and \( I = \partial H_z / \partial z - \partial H_z / \partial x \).

Based on Kirchhoff’s laws, it is straightforward to obtain the following differential equations in the time domain:

\[
\frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} = C_0 \frac{dE_y}{dt} + \sum_{q=1}^{Q_j} C_q \frac{dE_{y(q)}}{dt} (17a)
\]

and

\[
- G_q E_y + G_q E_{y(q)} + C_q \frac{dE_{y(q)}}{dt} = 0 \quad (17b)
\]

where \( E_{y(q)} \) is the auxiliary variable.
The FDTD algorithm is utilized to solve these coupled equations. The resulting update formula for \( E_y \) is given by

\[
E_y^{n+1}(i, j + 1/2, k) = \frac{b_1}{a_1} E_y^n(i, j + 1/2, k) + \frac{1}{a_1} \sum_{q=1}^Q d_q E_y^{nq}(i, j + 1/2, k) + \frac{1}{a_1 \Delta z} \left[ H_x^{n+1/2}(i, j + 1/2, k, 1/2) - H_x^{n+1/2}(i, j + 1/2, k - 1/2) \right] - \frac{1}{a_1 \Delta z} \left[ H_x^{n+1/2}(i + 1/2, j, k) - H_x^{n+1/2}(i - 1/2, j, k) \right] \quad (18a)
\]

and the corresponding update equation for the auxiliary variable \( E_y^{nq} \) is written by

\[
E_y^{n+1}(i, j + 1/2, k) = e_q E_y^{nq}(i, j + 1/2, k) + f_q \left[ E_y^{n+1}(i, j + 1/2, k) + E_y^n(i, j + 1/2, k) \right] \quad (18b)
\]

where

\[
a_1 = \frac{C_0}{\Delta t} + \sum_{q=1}^Q \frac{C_q f_q}{\Delta t} \quad (18c)
\]

\[
b_1 = \frac{C_0}{\Delta t} - \sum_{q=1}^Q \frac{C_q f_q}{\Delta t} \quad (18d)
\]

\[
d_q = \frac{C_q}{\Delta t} (1 - e_q) \quad (18e)
\]

\[
e_q = \frac{2C_q G_q \Delta t}{C_0^2 + C_q G_q \Delta t} \quad (18f)
\]

\[
f_q = \frac{G_q \Delta t}{2C_q + G_q \Delta t} \quad (18g)
\]

The accuracy of the algorithm can be evaluated by the numerical dispersion errors. Following the procedure in [34], the numerical permittivity can be derived as given by

\[
\hat{\varepsilon} = C_0 + \sum_{q=1}^Q \frac{\Lambda C_q G_q}{CG_q + j \Omega C_q} \quad (20a)
\]

where

\[
\Omega = \frac{2}{\Delta t} \sin \left( \frac{\omega \Delta t}{2} \right) \quad (20b)
\]

\[
\Lambda = \cos \left( \frac{\omega \Delta t}{2} \right) \quad (20c)
\]

Combining the expressions of lumped elements in Fig. 5, the numerical permittivity can be rewritten as

\[
\hat{\varepsilon} = \varepsilon_0 \varepsilon_{\infty} + \sum_{q=1}^Q \varepsilon_0 \Delta \varepsilon_q \left( \frac{\Lambda}{\Lambda + j \Omega \tau_q} \right) \quad (21)
\]

which is the same to the result of an ADE-based algorithm denoted as “D-DIM2” in [35]. Note that as \( \Delta t \) becomes infinitesimal, (21) will reduce to the exact expression of (15). The rate of convergence is second order.

Therefore, we can conclude that the numerical dispersion errors as well as stability of the ECM approach are the same as those of the ADE-based counterpart. Thus, they are not repeated here. The reader may refer to many excellent papers for detailed information [34]–[37].

B. ECM of Lorentz Media

As an extension, this ECM technique is readily exploited for modeling the Lorentz media as follows. For a Lorentz medium with \( Q \) poles, the expression of permittivity is given by

\[
\varepsilon(s) = \varepsilon_0 \varepsilon_{\infty} + \sum_{q=1}^Q \frac{\varepsilon_0 \Delta \varepsilon_q \omega_q^2}{\omega_q^2 + 2 \delta_q s + s^2} \quad (22)
\]

where \( \omega_q \) is the \( q \)th resonant frequency and \( \delta_q \) is the \( q \)th damping coefficient. The corresponding ECM is shown in Fig. 6, where \( \Delta t \) is the second order spatial period. Likewise, a set of differential equations derived from Kirchhoff’s laws are given by

\[
\frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} = C_0 \frac{dE_y}{dt} + \sum_{q=1}^Q F_y^{nq} \quad (23a)
\]

Obtaining the electric field values from the full-wave simulation, the distributed force sources in (2a), as well as those in (3a), can be determined straightforwardly.
Fig. 6. Equivalent-circuit representation of multiterm Lorentz medium.

\[ E''_y + R_y E''_y(q) + L_q \frac{dE''_y(q)}{dt} - E''_y = 0 \] (23b)

\[ C_y \frac{dE''_y(q)}{dt} - E''_y = 0 \] (23c)

where \( E''_y(q) \) and \( E''_y(q) \) are both auxiliary variables. Similar to the case of the Debye medium, the FDTD algorithm is employed to solve these coupled equations. Due to space limitations, it is not presented here.

V. NUMERICAL RESULTS

In this section, four case studies are presented. The impact of dispersive dielectrics on the transient response of interconnects is illustrated in the first example. The capability of the proposed method for the simulation of strongly coupled interconnects with nonlinear terminations is demonstrated in the second example. Incident field coupling to PCB traces with realistic features such as bends and vias are analyzed in the third example. The EMI simulation of the PCB placed in a metallic rectangular enclosure with multiple slots is given in the last example. For simplicity, a two-term Debye formulation is used to characterize the dispersive dielectric with \( \epsilon_{\infty} = 4.25 \), \( \Delta \varepsilon_1 = 0.15 \), \( \Delta \varepsilon_2 = 0.15 \), \( \tau_1 = 0.159 \) ns, and \( \tau_2 = 0.0159 \) ns in all examples, and the p.u.l. frequency-dependent parameters of coupled interconnects are extracted using an electromagnetic simulator [38]. All the examples are executed using a PC with Pentium Dual Core CPU (2.27 GHz).

A. Microstrip Lines With Plane-Wave Excitation

In this example, the proposed method is compared with two existing techniques. One is the conventional technique where the medium surrounding the interconnects is treated as homogeneous air in the calculation of incident field. It is referred to as the “conventional model” for convenience. The other is the physical optics approach, which is based on the assumption that the size of a layered medium is infinitely large. It is referred to hereafter as “PO” for short.

The test structure is the coupled microstrip lines on a dispersive substrate, and is exposed to an incident plane wave. The plane wave is a Gaussian pulse \( E'(t) = E_0 \exp\left\{-\left[1-\left(t-t_0\right)/\tau\right]^2\right\} \) with \( E_0 = 1 \) kV/m, \( \tau = 166.78 \) ps, and \( t_0 = 0.7 \) ns. The angles of incidence and polarization with respect to a spherical coordinate system are illustrated in Fig. 7, which are chosen to be \( \theta = 30^\circ \), \( \phi = -90^\circ \), and \( \theta_y = 90^\circ \) in this example. The horizontal dimensions of the substrate is 30 cm x 10 cm. The cross-sectional geometry of the interconnects and corresponding schematic circuit are depicted in Figs. 8 and 9, respectively.

Each line is terminated with a 50-\( \Omega \) resistor and a 1-pF capacitor at the near and far ends. The length of the line is 20 cm. In contrast to the conventional model, the proposed method employs full-wave simulation to accurately model the dispersive substrate. The convolutional perfect matched layer (CPML) [25] absorbing boundary is employed to truncate the computational domain. After that, transmission-line equations with distributed sources are solved using the WR-TP technique. The simulation results of transient voltages at the near and far ends of line #1 are depicted in Figs. 10 and 11. To validate the accuracy of the proposed method, the reference values are provided by a 3-D electromagnetic simulator Computer Simulation Technology (CST) [39]. As shown in the figures, the simulation results of the proposed method are in very good agreement with those of CST. In contrast, poor results from the conventional model are observed, especially at the far end of the line. Note that a similar phenomenon was also observed in [12], where the incident field coupling to interconnects with nondispersive dielectrics was studied, and the explanations were provided as well.

We then investigate the accuracy of PO method in simulating the same structure. The implementation of the PO method [11] also involves two stages, one is the electromagnetic calculation based on the PO principle and the other is the circuit simulation. Since the PO approach is based on the assumption that a layered medium extends to infinity in the lateral dimensions, its accuracy will suffer when the finite substrate is simulated, especially with large incidence angles. To illustrate this phenomenon, the transient responses at two ends of the interconnects with the incidence angle \( \theta = 75^\circ \) are depicted in Figs. 12 and 13. The divergence of the PO results is obvious. In contrast, the results of the proposed method agree quite well with the CST references.
B. Incident Field Coupling to Nonlinear Circuit

The objective of this example is to predict the effect of the incident field on the nonlinear circuit operation. The schematic circuit is depicted in Fig. 14, where two COMS converters are terminated at the far end of the interconnection system. The length of each line is 5 cm. The EMI excitation is a Gaussian pulse with $E_0 = 1.7 \text{kV/m}$, $\tau = 166.78 \text{ps}$, and $t_0 = 4.5 \text{ns}$. The angles of incidence and polarization are $\theta = 30^\circ$, $\phi = -90^\circ$, and $\theta_F = 90^\circ$. The input voltage source of the circuit is a 5-V pulse with 0.5-ns rise/fall time and width of 2.5 ns. The values of resistors and capacitors are $50 \Omega$ and 1 pF. A cross-sectional view of the physical structure is described in Fig. 15. It is observed that lines #1 and #2 are placed close to each other, and thus the electromagnetic coupling between them is much larger than other lines. According to the principle presented in Section III-B, they are suggested to be grouped together within the same subcircuit in WR-TP simulation to achieve fast convergence. The simulation results are described in Figs. 16 and 17, where both conditions with and without EMI...
disturbances are given for comparison. The convergence of simulation is achieved after three iterations (with the maximum tolerance $10^{-3}$ V) using the proposed method. However, if lines #1 and #2 are separated and simulated in individual sub-circuits, five iterations are required to achieve the convergence within the same tolerance.

**C. EMI Analysis of Traces With Bends and Vias**

In this example, the PCB traces with realistic features such as bends and vias are investigated. The first structure is the embedded microstrip lines with two bends, and the second one consists of traces with different lengths connected by two vias. The schematic circuits are depicted in Fig. 18, where the loads are all 50-Ω resistors. The voltage source of line #2 in the second circuit is a 1-V pulse with 0.5-ns rise/fall time and width of 2 ns. The cross-sectional view at the position of dash line is described in Fig. 19. For both cases, the EMI excitation is assumed to be the same Gaussian pulse with $E_0 = 1$ kV/m, $\tau = 166.78$ ps, and $t_0 = 0.7$ ns. The angles of incidence and polarization are $\theta = 30^\circ$, $\phi = 90^\circ$, and $\theta_K = 90^\circ$. Since the substrate and external incident field remain unchanged, full-wave electromagnetic calculation needs to be carried out only once to capture accurate field in a dispersive substrate. These field values will then be reused in the circuit simulation for both cases. It is one of the intrinsic advantages of the proposed method over the conventional full-wave solvers, where different circuit topologies are required to be simulated repeatedly using the full-wave algorithms. In the circuit simulation stage, the modeling of bends is referred to [40], while that of the vias is from [41] and [42]. For the first structure, the transient voltage at the far end of line #3 is described in Fig. 20. With the excitation of a voltage source, as well as the external-field coupling, the transient response at the far end of line #2 is depicted in Fig. 21 for the second topology. It is observed that the simulation results of the proposed method are in good agreement with the CST references in both cases.

**D. EMI Analysis of PCB in Metallic Enclosure**

Furthermore, a typical EMI analysis of the PCB placed in a metallic rectangular enclosure with multiple slots is provided in this example. The whole structure is described in Fig. 22, where the slot width is 2 mm. The incident wave is a Gaussian pulse.
with $E_0 = 1 \text{kV/m}$, $\tau = 166.78 \text{ ps}$, and $t_0 = 0.3 \text{ ns}$. It propagates in the direction of $\theta = 45^\circ$ and $\phi = -90^\circ$ with a polarization angle $\psi_0 = 90^\circ$. The cross-sectional geometry of the PCB is depicted in Fig. 23. Like the previous example, two circuit topologies are studied, as shown in Fig. 24. The first structure consists of seven parallel traces with 10-cm length and terminated with 50-$\Omega$ resistors at the near and far ends. The input voltage source of the circuit is a 1-V pulse with a 0.5-ns rise/fall time and a width of 3 ns. The second topology is more complicated with different trace lengths, including a bend structure. At the far ends of lines #1 and #4, two diodes in series with 10-$\Omega$ resistors are terminated. The loads at other ends of the traces are all 50-$\Omega$ resistors. As mentioned in the previous example, for different circuit topologies we only need to perform full-wave calculation once. Note that in the full-wave simulation with FDTD algorithm, the thin slots on the metallic enclosure need special treatment. An improved formulation based on the conformal mapping technique [43] is exploited in this example to obtain an exact field distribution near the slot. As mentioned in Section IV, the metallic traces do not need to be considered when computing the excitation fields. Therefore, the computational resource of the proposed method is much less than that of the conventional full-wave algorithms where the traces are also meshed. To further improve the efficiency, the nonuniform grids [25] are utilized in the calculation of electromagnetic field in the cavity. The minimum and maximum mesh sizes are 2 and 5 mm, respectively. The simulation results for the two circuit topologies are shown in Figs. 25 and 26, respectively. For comparison, the results of the full-wave simulator CST are also depicted in the figures. It is observed that the results of two methods agree well with each other. For each case, the total simulation time
of the proposed method is around 4 min, while that of CST is more than 27 min. Considering the fact that the full-wave simulation needs to be done only once in the proposed method, further speedup can be achieved.

VI. CONCLUSION

A hybrid method has been proposed for the simulation of interconnects on a dispersive substrate with incident field coupling. Based on the differential equations derived from the ECM of dispersive media, the full-wave FDTD algorithm is utilized to capture accurate field surrounding the interconnects. The impact of the dispersive dielectric is accurately incorporated in the field coupling model of transmission lines. The WR-TP technique is employed for efficient simulation of interconnects with distributed sources. The coupling effects between the lines are represented by the equivalent relaxation sources. A simple and clear derivation of the relaxation sources is described in this paper and the compact results are provided. The accuracy, efficiency, and applicability of the proposed method have been demonstrated by several benchmark examples.

APPENDIX

The FDTD algorithm based on ADEs is a typical technique for modeling dispersive materials. The ADEs can be obtained either by the constitutive relation involving the electric flux density and the electric field intensity [32] or the dynamic evolution of the polarization parameters excited by the propagating electric field [29]–[31]. A comparison between the latter ADE approach (called the Kashiwa’s method for convenience) and the ECM utilized in this paper is given as follows.

A. Debye Media

In [29], differential equations for the Debye medium were written in the following state equation form:

\[
\nabla \times \mathbf{H} = \varepsilon_0 \varepsilon_\infty \frac{\partial \mathbf{E}}{\partial t} + \frac{1}{\tau} \varepsilon_0 (\varepsilon_\infty - \varepsilon_\infty) \mathbf{E} - \mathbf{P} \quad (A.1a)
\]

\[
\frac{\partial \mathbf{P}}{\partial t} = \frac{1}{\tau} \varepsilon_0 (\varepsilon_\infty - \varepsilon_\infty) \mathbf{E} - \mathbf{P} \quad (A.1b)
\]

where \( \mathbf{P} \) is the polarization vector.
These equations can be extended to the multiterm expression cases with ease [31], described as follows:

\[ \nabla \times \mathbf{H} = \varepsilon_0 \varepsilon_{\infty} \frac{\partial \mathbf{E}}{\partial t} + \sum_{q=1}^{Q} \frac{1}{r_q} \left[ \varepsilon_0 (\varepsilon_{x,q} - \varepsilon_{\infty,q}) \mathbf{E} - \mathbf{P}_q \right] \]

\[ \frac{\partial \mathbf{P}_q}{\partial t} = \frac{1}{r_q} [\varepsilon_0 (\varepsilon_{x,q} - \varepsilon_{\infty,q}) \mathbf{E} - \mathbf{P}_q]. \]

By introducing the following relationship:

\[ \mathbf{P}_q = \varepsilon_0 (\varepsilon_{x,q} - \varepsilon_{\infty,q}) \mathbf{E}'(q); \]

we can obtain the differential equations (17a) and (17b) proposed in Section IV.

B. Lorentz Media

In [31], the curl equations coupled with the ADEs for the Qth-order Lorentz medium is described by

\[ \nabla \times \mathbf{H} = \varepsilon_0 \varepsilon_{\infty} \frac{\partial \mathbf{E}}{\partial t} + \sum_{q=1}^{Q} J_p(q) \]

\[ \frac{\partial J_p(q)}{\partial t} = \varepsilon_0 (\varepsilon_{x,q} - \varepsilon_{\infty,q}) \omega_0^2 \mathbf{E} - \omega_0^2 \mathbf{P}_q - 2i \varepsilon_0 \omega_0 \mathbf{J}_p(q); \]

\[ \frac{\partial \mathbf{P}_q}{\partial t} = J_p(q); \]

where \( J_p(q) \) is the polarization current density.

These equations can be proven to be identical to (23a)–(23c) by assuming

\[ \mathbf{P}_q = \varepsilon_0 (\varepsilon_{x,q} - \varepsilon_{\infty,q}) \mathbf{E}'(q); \]

\[ J_p(q) = \mathbf{E}'(q); \]

Consequently, from the comparison above, we obtain that differential equations based on the ECM are equivalent to those in the Kashiva’s method.
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