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A dissipative time-dependent quantum transport theory is developed to treat the transient current through molecular or nanoscopic devices in presence of electron-phonon interaction. The dissipation via phonon is taken into account by introducing a self-energy for the electron-phonon coupling in addition to the self-energy caused by the electrodes. Based on this, a numerical method is proposed. For practical implementation, the lowest order expansion is employed for the weak electron-phonon coupling case and the wide-band limit approximation is adopted for device and electrodes coupling. The corresponding hierarchical equation of motion is derived, which leads to an efficient and accurate time-dependent treatment of inelastic effect on transport for the weak electron-phonon interaction. The resulting method is applied to a one-level model system and a gold wire described by tight-binding model to demonstrate its validity and the importance of electron-phonon interaction for the quantum transport. As it is based on the effective single-electron model, the method can be readily extended to time-dependent density functional theory. © 2013 AIP Publishing LLC.

I. INTRODUCTION

Time-dependent quantum transport is an important subject of research.1–9 The existence of rigorous first-principles method for open electronic system was proved based on the time-dependent holographic electron density theorem (TD-HEDT).3,10 As an extension of Runge-Gross theorem11 to time-dependent holographic electron density theorem (TD-HEDT) established one-to-one mapping between electron density of reduced system and time-dependent external potential, thus laid the foundation of time-dependent density functional theory (TDDFT) for time-dependent quantum transport. Consequently, a practical scheme to study the time-dependent quantum transport was developed by the combination of TDDFT and non-equilibrium Green’s function (NEGF) method, which was termed as TDDFT-NEGF and has been applied to study current response to ac bias voltage.12 However, the TDDFT-NEGF method employs the adiabatic wide-band limit (AWBL) approximation to simplify the dissipation functional,3 which limits its application to low and slow-varying bias. In order to improve the performance of TDDFT-NEGF, a hierarchical equation of motion (HEOM) was proposed to solve the dissipation functional by the insight from recent progress in HEOM approach of quantum dissipation theory.13 The resulting TDDFT-NEGF-HEOM is an exact formalism for the time-dependent quantum transport within the TDDFT framework,4,6 which can be applied to both finite and zero temperature systems. In addition, TDDFT-NEGF-HEOM is able to go beyond the AWBL approximation used in Ref. 3.

However, previous studies in the TDDFT for quantum transport did not take the dissipation due to electron-phonon interaction (EPI) into account. In the presence of phonon, electron has the probability of being scattered off inelastically by phonon. Inelastic scattering of transport electron and energy dissipation play a vital role in device characteristics, working performance, and stability. Its effects in the single molecule junction have attracted a lot of attention both experimentally and theoretically.14–26 There are existing models to deal with inelastic scattering due to EPI in molecular junctions, like Fermi’s golden rule (FGR),27 self-consistent Born approximation (SCBA) with NEGF method.28 SCBA has demonstrated good agreement with exact scattering theory29 in the weak coupling limit. However, the expensive computational cost of SCBA not only limits the system size of static simulation, but also renders time-dependent studies intractable. A reasonable approximation is important for practical purpose. The lowest order expansion (LOE) has been proposed to reduce the computational cost of SCBA.16–19 It simplifies the SCBA at the conditions: (i) EPI is weak; (ii) density of states (DOS) of the leads and device are slowly varying over a few phonon-energies around the Fermi energy $\epsilon_f$, i.e., they assumed energy-independent retarded Green’s function $G_0(\epsilon) \approx G_0(\epsilon_f)$ and line-width function $\Delta_{LR}(\epsilon) \approx \Delta_{LR}(\epsilon_f)$.

While the majority of studies on quantum transport with EPI focus on steady state, it is also important to study transient effects and response to dynamic external fields. In this work, TDDFT-NEGF-HEOM method is extended to include EPI’s effect. This is achieved by including the self-energy contributed by EPI. Due to the computational cost of TDDFT-NEGF-HEOM method, the WBL approximation for leads is adopted in this work (TDDFT-NEGF-HEOM-WBL). As DFT or TDDFT can be regarded as an effective single-electron model, the general NEGF-HEOM-WBL formalism will be developed in the framework of a single-electron model with EPI. For weak EPI case, the LOE is used, and corresponding NEGF-HEOM-WBL formalism is established. The LOE used in this work is slightly different from that in Refs. 16–19 where the non-interacting Green’s function and line-width
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function are both regarded as energy independent. While the current method only assumes energy independent line-width function. To demonstrate the validity of the new formalism, the tight-binding model is adopted to simulate the transient currents through one-site model and a gold monoatomic chain.

The paper is organized as follows. Section II introduces the NEGF-HEOM-WBL formalism for time-dependent quantum transport with EPI from a single-electron Hamiltonian. Numerical studies and related discussion are given in Sec. III. Section IV summarizes the method developed in this work.

II. METHODOLOGY

Since DFT or TDDFT can be regarded as an effective single-electron model, we confine ourselves to the effective single-electron Hamiltonian as follows:

\[ H = H_{D} + \sum_{a} [H_{a} + H_{aD}], \]

(1)

where Hamiltonian for the device region is

\[ H_{D} = \sum_{\mu\nu} h_{\mu\nu} d_{\mu}^{\dagger} d_{\nu} + \sum_{q} \omega_{q} b_{q}^{\dagger} b_{q} + \sum_{q,\mu\nu} \gamma_{q}^{\mu\nu} d_{\mu}^{\dagger} d_{\nu} B_{q}. \]

(2)

The EPI is taken into account in harmonic approximation, \( d_{\mu} \) and \( d_{\nu} \) are the electronic creation and annihilation operators in the device region, respectively; and \( h_{\mu\nu} \) is the corresponding single-electron Fock matrix. \( B_{q} = (b_{q}^{\dagger} + b_{q}) \), where \( b_{q}^{\dagger} \) and \( b_{q} \) are phonon creation and annihilation operators, respectively. \( \omega_{q} \) and \( \gamma_{q}^{\mu\nu} \) are phonon frequency and electron-phonon coupling constant, respectively. Phonon modes in leads should in principle be considered, as there have effects on the phonon modes of device region. However, phonon modes are only assumed to exist in device region for simplification. Their coupling with phonon modes in leads can be considered in a phenomenological way, for instance, introducing a rate equation for the phonon occupation number which accounts for the coupling. The Hamiltonian of lead \( \alpha \) is \( H_{a} = \sum_{k} \epsilon_{ka} c_{k}^{\dagger} c_{k} \) and the Hamiltonian for the coupling between device and lead \( \alpha \) is \( H_{D,a} = \sum_{\mu,k,n} (V_{\mu,k} c_{\mu}^{\dagger} d_{n} + H.c.) \), where \( c_{k}^{\dagger} \) and \( c_{k} \) are the electronic creation and annihilation operators in the lead \( \alpha \), respectively; \( V_{\mu,k} \) is the device-lead coupling strength.

A. NEGF-HEOM-WBL scheme without EPI

NEGF-HEOM is an exact formalism for non-interacting systems.\(^{4}\) In order to reduce the computational cost and apply it on large systems, WBL approximation is usually adopted. WBL assumes infinite and energy independent band-width. The resulting NEGF-HEOM-WBL scheme provides an efficient way to simulate the realistic systems.\(^{1,3}\) In absence of EPI, the equation of motion (EOM) of reduced single-electron density matrix (RSDM) is

\[ i\dot{\varphi}(t) = \{h(t), \varphi(t)\} - \sum_{a} [\varphi(t) - \varphi_{a}(t)], \]

(3)

where the auxiliary density matrix \( \varphi(t) \) is

\[ \varphi_{a}(t) = i \int_{-\infty}^{t} dt' \left[ G^{<}(t', t) \Sigma_{a}^{<}(t', t) - G^{>}(t, t') \Sigma_{a}^{>}(t, t') \right], \]

(4)

where \( \alpha = L, R \) and \( G^{<} \) and \( G^{>} \) are the lesser and greater Green’s functions of device, and \( \Sigma_{a}^{<} \) and \( \Sigma_{a}^{>} \) are the lesser and greater self-energies due to the lead \( \alpha \), respectively. The first term of Eq. (4) is interpreted as the outgoing rate of electron from device to lead \( \alpha \). While the second term of Eq. (4) is interpreted as the incoming rate of electron from lead \( \alpha \) to device. Hence, \( \varphi_{a}(t) \) corresponds to the net rate of electron going through the interface between lead \( \alpha \) and device. Hence, transient current can be evaluated by taking the trace of the auxiliary density matrix,

\[ I_{a}(t) = i \text{Tr} \left[ \varphi(t) - \varphi_{a}(t) \right]. \]

(5)

Within the WBL approximation, the finite-temperature self-energy is

\[ \Sigma_{a}^{<,>}(t, t) = \pm 2i \int dt' f_{a}^{\pm}(\epsilon) e^{i(\epsilon + \Delta_{1}(t))dt'} \Lambda_{a}, \]

(6)

where \( f_{a}^{\pm}(\epsilon) = 1/2(1 + \Theta(-\mu_{\alpha} - \epsilon)) \). \( \Lambda_{a} = \pi \sum_{k} |V|^{2} \delta(\epsilon_{f} - \epsilon_{k}) \) is the line-width function due to the lead \( \alpha \) at Fermi energy \( \epsilon_{f} \). Applying the Padé approximation, Fermi distribution function is expanded as\(^{10}\)

\[ f_{a}^{\pm}(\epsilon) \approx \frac{1}{2} \sum_{k} \frac{1}{\beta (\epsilon - \mu_{\alpha}) + (\epsilon_{k} - \mu_{a})^{2}}, \]

(7)

where \( \pm i \xi_{k}/\beta + \mu_{a} \) are the \( k \)th Padé poles in the upper and lower half plane, respectively; \( \eta_{k}/\beta \) is the corresponding coefficient. Hence, the integration in Eq. (6) can be obtained analytically through contour integral and residue theorem, the resulting expression of self-energy is

\[ \Sigma_{a}^{<,>}(t, t) \approx \pm \frac{1}{2} i \delta(t - \tau) \Delta_{a} + x \sum_{k} \Sigma_{a,k}(t, t), \]

(8)

where \( x = + \) for \( t \geq \tau \) and \( x = - \) for \( t < \tau \). The sign \( x \) corresponds to upper (+) and lower half plane (−) contour integration. \( \Sigma_{a,k}(t, t) \) is defined as \( \Sigma_{a,k}(t, t) = \frac{2}{\beta} \text{Im}(\epsilon_{k}/\beta)^{2} \epsilon_{k} + \epsilon_{k})dt \Lambda_{a}, \) \( \epsilon_{a,k}(t) = \pm i \xi_{k}/\beta + \mu_{a} + \Delta_{a}(t) \). Based on the approximation on self-energy described in Eq. (8), the auxiliary density matrix is rewritten as

\[ \varphi_{a}(t) = i [\sigma(t) - 1/2] \Lambda_{a} + \sum_{k} \varphi_{a,k}(t). \]

(9)

The first term on the right hand side (RHS) of Eq. (9) comes from the integration over lesser/greater Green’s function and delta function, and

\[ \varphi_{a,k}(t) = -i \int_{-\infty}^{\infty} dt G^{'}(t, \tau) \Sigma_{a,k}^{+}(\tau, t), \]

(10)

is the component of first-tier auxiliary density matrix, which is evaluated through its EOM. Within WBL, time derivatives of \( G^{'}(t, \tau) \) and \( \Sigma_{a,k}^{+}(\tau, t) \) are linear equations of themselves. It is straightforward to write down the EOM of the first-tier auxiliary density matrix as

\[ i\dot{\varphi}_{a,k}(t) = -\frac{2}{\beta} \eta_{k} \Lambda_{a} - [G^{'}(\epsilon_{a,k})]^{-1} \varphi_{a,k}(t), \]

(11)
where \( [G'(\epsilon_{a\alpha}(t))]^{-1} \) is defined as \( [G'(\epsilon_{a\alpha}(t))]^{-1} = [\epsilon_{a\alpha}(t) - \hbar(i + \Lambda)] \), and \( \Lambda = \sum_{\alpha} \Lambda_{\alpha} \) is the total line-width function. Hence, Eqs. (3), (9), and (11) constitute a practical and efficient scheme for simulation of transient dynamics of non-interacting system. The number of auxiliary density matrices is determined by the truncation of Padé expansion. The EOMs can be numerically solved by employing the fourth order Runge-Kutta method with corresponding initial conditions. Transient current at each time step can be obtained by solving Eq. (5).

B. NEGF-HEOM-WBL scheme with EPI

1. Exact EOM of RSDM with EPI

We consider transport electrons as a system interacting with phonon in the device region. The EPI can be treated by the standard perturbation theory on the Keldysh contour. Starting from the electron Green’s function \( G_0(\tau, \tau') \) without EPI (the electronic coupling between device and lead has been considered), the self-energy to electron caused by EPI, \( \Sigma_{\text{ep}}(\tau, \tau') \), can be obtained through the perturbation theory by summing over the Feynman diagrams into infinite order. The resulting electron Green’s function is given by the Dyson equation (A simplified notation \( [G_0 \Sigma_{\text{ep}}] \) is used instead of \( \int dt G_0(\tau, \tau') \Sigma(\tau_1, \tau_2) G(\tau_2, \tau') d\tau_2 \)).

\[
G(\tau, \tau') = G_0(\tau, \tau') + [G_0 \Sigma_{\text{ep}}] G(\tau, \tau'),
\]

(12)

where the self-energy \( \Sigma_{\text{ep}}(\tau, \tau') \) is the functional of phonon Green’s function \( D(\tau, \tau') \) and electron Green’s function \( G(\tau, \tau') \). The self-energy to electron caused by EPI contains Hartree component and Fock component with vertex part as shown in Figs. 1(a) and 1(b), then the self-energy is expressed as

\[
\Sigma_{\text{ep}}(\tau, \tau') = i \sum_q \gamma_q \left[ \delta(\tau, \tau') \int dt_1 D(\tau, \tau_1) G(\tau_1, \tau_1) + \int dt_1 \int dt_2 D(\tau, \tau_1) G(\tau, \tau_2) \Gamma(\tau_2, \tau_1; \tau) \right] \gamma_q,
\]

(13)

where \( D(\tau, \tau') \) is the dressed phonon Green’s function and \( \Gamma(\tau_2, \tau_1; \tau') \) is the vertex part as shown in Fig. 2, detail discussions about vertex part can be found in Refs. 31 and 33. The first term and second term on the RHS of Eq. (13) represents the Fock component with vertex part and Hartree component, respectively. The vertex part \( \Gamma(\tau_2, \tau_1; \tau') \) contains infinite number of irreducible Feynman diagrams, its expression is not given explicitly here since it is nontrivial to write down an exact expression for this part. Similar to electron Green’s function, phonon Green’s function can also be evaluated through the Dyson equation,

\[
D(\tau, \tau') = d_0(\tau, \tau') + [d_0 \Pi \Omega D](\tau, \tau'),
\]

(14)

where \( d_0(\tau, \tau') \) is bare phonon Green’s function, \( \Pi(\tau, \tau') \) is the self-energy to phonon caused by the interaction with electron, its expression is not considered here. Equations (12)–(14) provide a self-consistent scheme for the evaluation of electron and phonon Green’s functions through Dyson equation in terms of the corresponding self-energies which are dependent on electron and phonon Green’s functions. The EOM of RSDM can be derived through the time derivative of lesser electron Green’s function which is obtained by projecting the \( G(\tau, \tau') \) on to real-time axis. The resulting EOM of RSDM reads

\[
i \dot{\psi}(t) = \left[ h(\tau), \sigma(\tau) \right] - \sum_{\alpha} \left[ \psi_{\alpha}(t) - \psi_{\alpha}^\dagger(t) \right],
\]

(15)

where \( \alpha = L, R, ep \). Equation (15) has the same form as Eq. (3). The difference lies in the inclusion of \( \psi_{\text{ep}}(t) \) which arises from EPI. The expression of auxiliary density matrix \( \psi_{\alpha}(t) \) is

\[
\psi_{\alpha}(t) = i \int_{-\infty}^{t} d\tau [G^{\text{<}}(\tau, \tau) \Sigma_{\alpha}^{\text{<}}(\tau, \tau) - G^{\text{>}}(\tau, \tau) \Sigma_{\alpha}^{\text{>}}(\tau, \tau)].
\]

(16)

Compare to Eq. (4), Green’s function in Eq. (16) contains the dissipative effect due to EPI. \( \psi_{\text{ep}}(t) \) represents the interaction between electron of device and that of leads; \( \psi_{\text{ep}}(t) \) describes the dissipative process of electron in presence of EPI. And Eq. (15) is the EOM for RSDM matrix of the open electronic device interacting with both electron in leads and phonon in device. Considering \( \psi_{\alpha}(t) \) can be determined exactly, Eq. (15) gives exact solution to density matrix and therefore any physical quantities.

In order to ensure the particle conservation or current continuity, \( \text{Tr}[\psi_{\text{ep}}(t) - \psi_{\text{ep}}^\dagger(t)] \) has to be zero since there is no particle dissipation due to EPI. Exact self-energy, i.e.,
Eq. (13), guarantees this fundamental conservation law. Actually, Eq. (13) can be written as the functional derivative of \( \Phi \)-derivable functional:
\[
\Sigma_{ep}[G](\tau, \tau') = \frac{\delta \Phi[G]}{\delta G(\tau', \tau)}.
\]

The exact \( \Phi[G] \) functional can be obtained by summing over all skeleton diagrams, i.e., all closed diagrams as described by Luttinger and Ward. As shown by Baym and Kadanoff, self-energy ensures the conservation law when it can be written as the functional derivative of \( \Phi \)-derivable functional. For an open system, conservation law implies the time-derivative of density is equal to the sum of currents flowing in and out of the system. The validity of the conservation law for \( \Phi \)-derivable functional is guaranteed by the invariance of \( \Phi \) functional under gauge transformations. If the Hamiltonian of system is changed by an arbitrary gauge function \( \Xi \), Green’s function becomes
\[
G[\Xi](\tau, \tau') = e^{-i\Xi(\tau')}G_{ij}e^{i\Xi(\tau)}. \quad (17)
\]
Since \( \Phi \) functional is made up of all closed diagrams in terms of Green’s function \( G(\tau, \tau') \), the exponential factors cancel at each vertex, i.e., \( \Phi[G] \) functional is gauge invariance. Therefore,
\[
0 = \int d\tau d\tau' \frac{\delta \Phi[G]}{\delta \Xi(\tau)} \frac{\delta G(\tau', \tau)}{\delta \Xi(\tau)} = \int d\tau d\tau' \Sigma_{ep}(\tau, \tau') \frac{\delta G(\tau', \tau)}{\delta \Xi(\tau)} \quad (18)
\]
inserting the derivative of Green’s function with respect to \( \Xi(\tau) \) from Eqs. (17) to (18) gives
\[
0 = i \sum_{ij} \int d\tau d\tau' \left[ \Sigma_{ep,ij}(\tau, \tau') G_{ij}(\tau', \tau) - G(\tau, \tau') \delta(\tau, \tau') \right] \Xi_{ij}(\tau). \quad (19)
\]
Since it is true for arbitrary \( \Xi \), it ends up with
\[
\text{Tr} \left\{ i \int d\tau \left[ \Sigma_{ep}(\tau, \tau') G(\tau', \tau) - G(\tau, \tau') \Sigma_{ep}(\tau', \tau) \right] \right\} = 0. \quad (20)
\]
Projecting Eq. (20) on real-time axis gives \( \text{Tr}[\varphi_{ep}(t) - \varphi_{ep}(t = 0) = 0 \), i.e., particle conservation or current continuity is satisfied whenever self-energy can be written as the functional derivative of \( \Phi \)-derivable functional.

2. EOM of RSDM with EPI within the scheme of SCBA

Even though Eq. (13) provides a systematic way for the evaluation of self-energy to electron caused by EPI, it is impractical to sum over the Feynman diagrams in the vertex part into infinite order. One approach is to truncate the vertex part to the first order, \( \Gamma(\tau_2, \tau_1; \tau') \propto \delta(\tau_2, \tau') \delta(\tau_1, \tau') \), the self-energy becomes
\[
\Sigma(\tau, \tau') = i \sum_q \gamma_q \left[ D(\tau, \tau') G(\tau, \tau') + \delta(\tau, \tau') \int d\tau_2 D(\tau, \tau_2) G(\tau_2, \tau) \right] \gamma_q. \quad (21)
\]
This is the widely used SCBA scheme. Since the second term on the RHS of Eq. (21) only contributes to the energy shift of electron, it is usually ignored. The resulting self-energy is represented as Fig. 1(c). In principle, both electron and phonon are non-equilibrium and are dressed by EPI. However, since characteristic time scale of electronic process is much smaller than that of phonon process, EPI dissipative of phonon is ignored for simplification, i.e., phonon is assumed in equilibrium and unperturbated by electron. Therefore, the EPI dressed electron Green’s function \( G(\tau, \tau) \) and bare phonon Green’s function \( d_0(\tau, t) \) are used to construct the self-energy \( \Sigma_{ep}(t, \tau) \) as shown in Fig. 1(d).

Within the SCBA scheme, the EOM of RSDM and expression of auxiliary density matrix are same as Eqs. (15) and (16), respectively. The difference is that self-energy to electron caused by EPI is evaluated within SCBA scheme. Since EPI does not cause any particle dissipation, \( i \text{Tr}[\varphi_{ep}(t) - \varphi_{ep}(t)] \) should be zero in order to ensure the current continuity. Within the SCBA,
\[
\text{Tr}[\varphi_{ep}(t)] = \text{Tr} \left\{ i \int_{-\infty}^{t} d\tau \sum_{q, \pm} \gamma_q N_q \left[ e^{\pm i\omega_q(t-\tau)} G^>(\tau, t) - \frac{G^>(\tau, t)}{\gamma_q} G^>(t, \tau) \right] \right\} = \text{Tr} \left\{ -i \int_{-\infty}^{t} d\tau \sum_{q, \pm} \gamma_q N_q \left[ e^{\pm i\omega_q(t-\tau)} G^>(\tau, t) \right] \right\} = \text{Tr}[\varphi_{ep}(t)]. \quad (23)
\]

i.e., current continuity is satisfied within the SCBA scheme. The second equality in Eq. (23) is obtained by using the invariant property of trace under cyclic permutation; The third equality is ensured by the fact that the second line is the Hermitian of the first line. Unlike the Büttiker’s virtual probe model which adopted virtual probes to mimic the dephasing process and the current continuity is satisfied by adjusting the chemical potential of each virtual probe, SCBA ensures the current continuity from a more natural way.

3. NEGF-HEOM-WBL with EPI within scheme of LOE

Even within the scheme of SCBA, evaluation of auxiliary density matrix \( \varphi_{ep}(t) \) is nontrivial as the self-energy to electron caused by EPI is constructed by the dressed electron Green’s function and time derivative of Green’s function in return depends on the integral of self-energy \( \Sigma_{ep} \) and Green’s function \( G \). This results in an infinite set of hierarchical equations. Fundamental reason of the infinite set of
hierarchical equations is that, for the many-body problem, EOM of single-particle Green’s function depends on two-particle Green’s function, EOM of two-particle Green’s function relies on three-particle Green’s functions and so on. Since it is nontrivial to solve the infinite set of hierarchical equations, an approximation is necessary for the practical studies. In this work, EPI is taken into account at the level of LOE. LOE expands the EPI dressed Green’s function to the lowest order with respect to $\gamma_q$. The approximation is valid for systems with weak EPI. There are many types of experiments focus on single-molecule device connected to metallic contacts, which typically have weak EPI strength. Based on LOE, a time-dependent theory for quantum transport with weak EPI is established. The bare electron Green’s function $G_0(t, \tau)$ and bare phonon Green’s function $q_0(t, \tau)$ are used to construct the interacting self-energy $\Sigma_{ep}(t, \tau)$. Starting with $G_0(t, \tau)$ and within the scheme of LOE, the EPI dressed retarded electron Green’s function is

$$G^\dagger(t, \tau) = G_0^\dagger(t, \tau) + \left[G_0^\dagger \Sigma_{ep}^\dagger G_0^\dagger\right](t, \tau),$$

(24)

where the interacting self-energy is

$$\Sigma_{ep}(t_1, t_2) = \sum_{q, \pm} \gamma_q N_q^\pm e^{i\omega_0(t_1 - t_2)} G_0^\pm(t_1, t_2) \gamma_q.$$  

(25)

Within the scheme of LOE, the EOM of RSDM is also same as Eq. (15), while the auxiliary density matrix $\varphi_{\alpha}(t)$ becomes

$$\varphi_{\alpha}(t) = i \int_{-\infty}^{t} d\tau [G^\dagger(\tau, \tau) \Sigma_\alpha^\dagger(\tau, t) - G^\dagger(\tau, \tau) \Sigma_\alpha(\tau, t)]$$

for $\alpha = L, R$ and

$$\varphi_{\alpha}(t) = i \int_{-\infty}^{t} d\tau [G_0^\dagger(\tau, \tau) \Sigma_\alpha^\dagger(\tau, t) - G_0^\dagger(\tau, \tau) \Sigma_\alpha(\tau, t)]$$

for $\alpha = ep$. All these auxiliary density matrices $\varphi_{\alpha}(t)$ are in order of $\gamma_q^2$ due to LOE. The auxiliary density matrix $\varphi_{L/R}(t)$ is responsible for the electron exchange between device and leads. Hence, the transient current going through each lead can be obtained by tracing auxiliary density matrix as described by Eq. (5). $\varphi_{ep}(t)$ represents the electron-phonon interaction which cause the inelastic scattering of electron and energy dissipation to phonon. Following the same procedure as Eq. (23), it can be proven that current continuity is also satisfied within the LOE scheme.

Since the phonon is treated as unperturbed by electron, this method cannot be applied to heating of the phonon subsystem. The energy transfers from electron is interpreted as being absorbed by the external thermal bath instantaneously, this can be regarded as the extremely damping limit. If heating of phonon system is considered, the number of phonon $N_q$ has to be time dependent. One way to include non-equilibrium heating is to give a rate equation for $N_q$, including an external damping rate of phonons.\cite{16, 17, 41}

When $\alpha = L/R$, the auxiliary density matrix is related to the current flow. As described in Sec. II A, the lesser and greater self-energy are decomposed into two parts under the WBL approximation and Padé expansion for Fermi distribution function. The auxiliary density matrix can be rewritten as

$$\varphi_{\alpha}(t) = [i\sigma(t) - 1/2] \Lambda_\alpha + \sum_{k} \varphi_{ak}(t),$$

where $\varphi_{ak}(t)$ is the component of the first-tier auxiliary density matrix:

$$\varphi_{ak}(t) = -i \int_{-\infty}^{t} d\tau G^\dagger(t, \tau) \Sigma_{ak}^\dagger(\tau, t).$$

(26)

Its expression is same as non-interacting case, i.e., Eq. (10), the difference is that the retarded Green’s function is replaced by EPI dressed Green’s function. EOM of the $\varphi_{ak}(t)$ is

$$i \dot{\varphi}_{ak}(t) = -i \frac{2}{\beta} \eta_k \Lambda_\alpha \left[G^\dagger(\epsilon_{ak}^+ - 1) \varphi_{ak}(t) - i \int_{-\infty}^{t} d\tau \int_{-\infty}^{t} d\tau' \Sigma_{ep}(t, \tau) G_0^\dagger(t_1, \tau) \Sigma_{ak}^\dagger(\tau, \tau').$$

(27)

Compared with Eq. (11), an extra term arises in the presence of EPI, which is responsible for the dissipative effect of the electrons caused by EPI. Since the interacting self-energy is obtained by summation over the phonon modes, the last term in the RHS of above equation can be decomposed as

$$\sum_{q, x} \gamma_q \varphi_{ak, q}(t),$$

where $\varphi_{ak, q}(t)$ is the second-tier auxiliary density matrix which contribute to the EOM of first-tier auxiliary density matrix. Similarly, taking time derivative of this term, the EOM of second-tier auxiliary density matrix is obtained

$$i \dot{\varphi}_{ak, q}(t) = \left[N_q^{-x} + x\sigma_0(t)\right] \gamma_q \varphi_{ak}(t) - \left[G^\dagger(\epsilon_{ak}^+ + x\omega_q) - 1\right] \varphi_{ak, q}(t) - x \sum_{a'k} \varphi_{aq, ak, q}(t),$$

(29)

where $\varphi_{aq, ak, q}(t)$ is the third-tier auxiliary density matrix. Use notation $a = (ak), \varphi_{aq, ak, q}(t)$ is expressed as

$$\varphi_{aq, ak, q}(t) = i \int_{-\infty}^{t} d\tau' e^{i\omega_q (t-t') \int_{-\infty}^{t'} d\tau_2 G_0^\dagger(t_2, \tau) \Sigma_{aq}^\dagger(\tau, t) G_0^\dagger(t_1, \tau).$$

(30)

The third-tier auxiliary density matrix satisfies $[\varphi_{aq, ak, q}(t)]^\dagger = -\varphi_{aq, ak, q}(t)$ and its EOM terminates to itself:

$$i \dot{\varphi}_{aq, ak, q}(t) = -\varphi_{aq, ak, q}(t) \gamma_q \varphi_{aq, ak}(t) + [\epsilon_{aq}^+ - x\omega_q - \epsilon_{aq}^+] \varphi_{aq, ak, q}(t),$$

(31)

where $\varphi_{aq, ak}(t)$ is the non-interacting first-tier auxiliary density matrix as described in Sec. II A.

$\varphi_{aq, ak}(t)$ is the dissipation term arises from EPI, it is related to the energy exchange between electron and phonon, i.e., phonon absorption and emission. As the interacting self-energy is decomposed according to phonon mode, this EPI auxiliary density matrix can be decomposed as

$$\varphi_{aq, ak}(t) = \sum_{q} \varphi_{aq}(t) \gamma_q,$$

where $x = \pm$ and

$$\varphi_{aq}(t) = i \int_{-\infty}^{t} d\tau e^{i\omega_q (t-t') \int_{-\infty}^{t'} d\tau' G_0^\dagger(t, \tau) \gamma_q G_0^\dagger(t, \tau) \gamma_q G_0^\dagger(t, \tau).$$

(32)
It is obvious that \( \varphi_q^{\pm}(t) \) satisfies the Hermitian relationship

\[ [\varphi_q^{\pm}(t)]^\dagger = \varphi_q^{\mp}(t) \].

Therefore, \( [\varphi_q(t)]^\dagger = [\varphi_q^{+}(t) + \varphi_q^{-}(t)]^\dagger = \varphi_q(t) \). This actually ensures the current continuity. Now, the main task is to obtain a solution to \( \varphi_q(t) \). The EOM of \( \varphi_q(t) \) is expressed as

\[
i \dot{\varphi}_q(t) = -[N_q^{\varphi}(\sigma_0(t))\gamma_q\bar{\sigma}_0(t) - N_q^{-\varphi}(\sigma_0(t))\gamma_q\sigma_0(t)] - [x_\omega_q - \mathcal{L}]\varphi_q(t) + \sum_{ak} \left\{ \left[ (\varphi_{ak,q}^{+}(t))^\dagger - \varphi_{ak,q}^{-}(t) \right] \right\},
\]

(33)

where \( \bar{\sigma}_0 = 1 - \sigma_0 \) and \( \sigma_0 = -iG_q^\varphi(t, t) \) is the non-interacting RSDM. The Liouville operator \( \mathcal{L} \) is defined as \( \mathcal{L}A = [\hbar(0) - i\Lambda]A - A[h(0) + i\Lambda] \).

Hence, NEGF-HEOM-WBL scheme terminates at the third-tier when \( \hbar(t) \) is taken into consideration. In practice, the EOMs of RSDM and all the auxiliary density matrices are propagated together. Time-dependent charge density and current are then evaluated via the time-dependent RSDM and auxiliary density matrices. The most time-consuming and memory requirement part is the evaluation of \( \varphi_{a,a}^\pm(t) \). According to the Hermitian relation between \( \varphi_{a,a}^\pm(t) \) and \( \varphi_{a,a}^{\mp}(t) \), only \( \varphi_{a,a}^{\pm}(t) \) has to be propagated. Consequently, a total of \( 4N_k^xN_q^x \) third-tier auxiliary density matrices have to be evaluated, where \( N_k \) and \( N_q \) are number of terms in Padé expansion and number of phonon modes, respectively.

It should be pointed out that the EOM of the density matrix can also be derived from the standard Kadanoff-Baym (KB) kinetic equations\(^{39} \) for lesser Green’s function since \( \sigma(t) = -iG^\varphi(t, t') \) has the forms

\[
i \dot{\sigma}_q^{\pm}(t, t') = hG^\varphi(t, t') + I_q^{\pm}(t, t'),
\]

\[
i \dot{\sigma}_q^{\pm}(t, t') = G^\varphi(t, t')h(t') + I_q^{\mp}(t, t'),
\]

(34)

where \( I_q^{\pm}(t, t') \) and \( I_q^{\mp}(t, t') \) are the so-called quantum collision terms which have the forms

\[
I_q^{\pm}(t, t') = \int dt_1 \Sigma^\varphi(t, t_1)G^\varphi(t_1, t') \]

\[
+ \int dt_1 \Sigma^\varphi(t, t_1)G^\varphi(t_1, t')
\]

(35)

and \( I_q^{\mp}(t, t') = [I_q^{\pm}(t, t')]^\dagger \). Compared with the KB kinetic equations, the NEGF-HEOM-WBL method has the advantage that all the variables, density matrix, and auxiliary ones, in the NEGF-HEOM-WBL are one-time functions, and time complexity of propagation of these variables is linear-scaling against the simulation time. While the variables involved in the KB kinetic equations, such lesser Green’s functions and quantum collision terms, are two-time functions. Numerical implementation of KB kinetic equations requires calculation and storage of Green’s function \( G^\varphi(t, t') \) for different \( t \) and \( t' \), making the time and memory costs go up quickly with larger \( t \) and \( t' \). Moreover, the simulation time of integration in quantum collision terms increases with \( t \) and \( t' \). Therefore, the time-complexity and memory costs of KB kinetic equations is superlinear against the simulation time.\(^{42} \) Hence, the NEGF-HEOM-WBL scheme developed in this work is more efficient than the standard KB kinetic equations.

4. Initial condition

To ensure the accuracy of the time propagation, initial value should be well prepared. At the initial time, the system is at equilibrium state and each physical quantity stays unchanged with time. Thus, the time-derivative of the density matrix and auxiliary density matrix should be zero. Hence, initial condition for density matrix and auxiliary density matrix are obtained by solving their linear or nonlinear equations. According to their EOMs, it is straightforward to show that \( \varphi_{a,k}(0) \) is

\[
\varphi_{a,k}(0) = \frac{1}{\epsilon_{a,k} - \hbar_\omega_q} [\varphi_{a,k}(0)]^\dagger \gamma_q \varphi_{a,k}(0),
\]

(36)

where \( \varphi_{a,k}(0) = -i\frac{2}{\beta} \eta_\kappa G^\prime(\epsilon_{a,k})\tilde{h}_\alpha \). Substitute Eq. (36) to Eq. (29), \( \varphi_{a,k}(\omega_q, 0) \) can be expressed as

\[
\varphi_{a,k}(\omega_q, 0) = G^\prime(\epsilon_{a,k} + \hbar_\omega_q) \left\{ N_q^{-\varphi} + \hbar_\omega_q \right\} \gamma_q \varphi_{a,k}(0).
\]

(37)

According to the EOM of the first-tier auxiliary density matrix \( \varphi_{a,k}(t) \), the initial condition for first-tier auxiliary density matrix \( \varphi_{a,k}(0) \) can be obtained after a simple algebra,

\[
\varphi_{a,k}(0) = -i\frac{2}{\beta} \eta_\kappa \tilde{G}^\prime(\epsilon_{a,k})\tilde{h}_\alpha.
\]

(38)

where \( \tilde{G}^\prime(\epsilon_{a,k}) = G^\prime(\epsilon_{a,k})[1 + \Sigma^\prime(\epsilon_{a,k})G^\varphi(\epsilon_{a,k})] \). \( \Sigma^\prime(\epsilon_{a,k}) \) is the retarded electron-phonon interacting self-energy, which accounts for the dissipative effect due to EPI. Its expression is

\[
\Sigma^\prime(\epsilon_{a,k}) = \sum_{\omega_q} \gamma_q G(\epsilon_{a,k} + \hbar_\omega_q) \left\{ N_q^{-\varphi} + \hbar_\omega_q \right\} \gamma_q - \sum_{\omega_q} \frac{\epsilon_{a,k} - \hbar_\omega_q}{\epsilon_{a,k} - \hbar_\omega_q} \left[ \varphi_{a,k}(0) \right]^\dagger \gamma_q.
\]

(39)

Finally, initial value of RSDM is evaluated from this dressed Green’s function

\[
\sigma(0) = \frac{1}{2} I + \sum_{ak} \frac{2}{\beta} \eta_\kappa \Re(\tilde{G}^\prime(\epsilon_{a,k})),
\]

(40)

where \( I \) is identity matrix.

For the initial value of EPI functional \( \varphi_q^\prime(0) \), it satisfied the nonlinear equation

\[
[x_\omega_q - \mathcal{L}] \varphi_q^\prime(0) = \left\{ N_q^{-\varphi} \bar{\sigma}_0(0) \gamma_q \sigma_0(0) - N_q^{\varphi} \sigma_0(0) \gamma_q \bar{\sigma}_0(0) \right\}
\]

\[
+ \sum_{ak} \left\{ (\varphi_{ak,q}^\prime(0))^\dagger - \varphi_{ak,q}^\prime(0) \right\}.
\]

(41)

This nonlinear equation can be solved by the bi-conjugate gradient stability method.\(^{43} \) Using the method described above, the initial condition for density matrices and auxiliary density matrices can be readily determined.
III. NUMERICAL APPLICATION

To show the validity and gain further insight of proposed method, two simple models are used to illustrate the physics of proposed theory. In the following model simulation, linear drop of voltage across the device region is assumed.

A. One-level model

The NEGF-HEOM-WBL scheme is applied to one-level model which is coupled to one phonon mode, i.e.,

\[ H_D = \epsilon_0 d^\dagger d + \omega b^\dagger b + \gamma d^\dagger b (b^\dagger + b). \]  

(42)

In the simulation, on-site energy \( \epsilon_0 = 0 \) eV; line-width function is \( \Lambda_L = \Lambda_R = 0.1 \) eV; Time-dependent bias voltage \( V(t) = 0.1(1 - e^{-t/0.01}) \) eV is applied on the system; Temperature \( T \) is set to 300 K.

First, steady state current is calculated from NEGF-HEOM-WBL and compared with results obtained from Meir-Wingreen formulation.\(^{1,39} \) Table I shows the comparison between the two methods. \( I_A \) is evaluated from Meir-Wingreen formula; \( I_R \) is obtained by NEGF-HEOM-WBL. A small term in retarded self-energy \( \Sigma^{\Gamma}_R(\epsilon) \) which is proportional to the coupling constant and phonon frequency in the Meir-Wingreen calculation is neglected for simplification\(^{38} \) (See the Appendix for details). This is the reason why there is a slight difference between the currents calculated from the two method and the steady state current from Meir-Wingreen formula approaches the NEGF-HEOM-WBL result when \( \gamma^2 \omega \) is very small. The comparison in Table I indicates the validity of the steady state current obtained from NEGF-HEOM-WBL approach. Next, transient current is demonstrated. Fig. 3 shows the transient currents obtained from NEGF-HEOM-WBL corresponding to the cases listed in Table I. With the same phonon frequency, the system with larger EPI coupling constant results in lower current. Besides, when the EPI coupling constants are same, the system with lower phonon frequency has smaller current. The reason is that the occupation number is larger for the system with lower frequency which results in larger scattering effect to electron.

Figure 4 shows the temperature effects on current. Since the occupation number of phonon varies at different temperature, in turn affects the EPI self-energy, i.e., changes the dissipative effects on electron and affects the transport properties.

B. Multi-sites model: Gold wire

One-dimensional gold wire is chosen as a simple illustration of our method. In tight-binding model, electronic Hamiltonian of gold wire in device region is

\[ H_D = \sum_i \epsilon_i d_i^\dagger d_i + \sum_{ij} t_{ij} (d_i^\dagger d_j + h.c.), \]  

(43)

where \( \epsilon_i \) is the on-site energy and \( t_{ij} \) is the hopping element between localized orbitals \( |i⟩ \) and \( |j⟩ \). The hopping element explicitly depends on the displacement of nuclear (phonon). Su-Schrieffer-Heeger (SSH) model is chosen to describe the displacement effect on electron hopping.\(^{34} \) SSH model expands the hopping element to first order in terms of displacement, \( t_{ij} = t_{ij}^{(0)} + t_{ij}^*(Q_i - Q_{i+1}) \) where \( t_{ij}^* = -t_{ji}^* \). And nuclear is described by the following Hamiltonian:

\[ H_{ph} = \sum_i \frac{1}{2} m_i \dot{Q}_i^2 + \frac{1}{2} k_{i,i+1}(Q_i - Q_{i+1})^2. \]  

(44)

Our results show that conductance decreases with increasing temperature. This phenomenon arises from the fact that higher temperature excites more phonons, i.e., increases \( N_q \), resulting in stronger scattering effect to electron.

![FIG. 3. Transient current corresponding to the cases listed in Table 1.](image)

![FIG. 4. Transient current at different temperature. On-site energy is 0; \( \Lambda_L = \Lambda_R = 0.1; \omega = 0.05 \) and \( \gamma = 0.1 \). Voltage is \( V(t) = 0.1(1 - e^{-t/0.01}) \).](image)
where \( m_i \) is the mass of \( i \)-th nuclear and \( k_{i,i+1} \) is the spring constant between two nuclear and only nearest neighbor spring is included in this model. In the second quantization expression, the hopping element is \( t_{ij} = \sum_{\gamma} \gamma_{ij} \) (\( b_i^\dagger + b_j \)). The EPI coupling matrix \( \gamma_{ij} \) is defined as \( \gamma_{ij} = t_{ij} \sqrt{\frac{m_{ieq}}{m_{i}}} \sqrt{\frac{m_{j}}{m_{j}}} \sqrt{\frac{\omega_i}{\omega_j}} \), where \( e_{eq} \) is the \( i \)-th element of normal mode vector \( e_i \). The normal modes and phonon frequency can be obtained by diagonalizing Hessian matrix which is related to the spring constant and nuclear mass.

Parameters used in this simulation are as follows: \( \epsilon_i = 0 \) eV; \( t^0 = 1.0 \) eV; \( t' = 0.6 \) eV/Å; \( m = 197 \) amu and \( k = 2.0 \) eV/Å, which is same as Ref. 17. In the following simulation, the atoms at two ends of the device region are fixed. Thus, only \( N - 2 \) atoms are allowed to vibrate, where \( N \) is the number of atoms in the device. Figure 5 plots the conductance of a 10-atom gold wire, The inset graph is the corresponding steady state current against number of atoms; bias voltage is 15 meV.

In summary, a time-dependent transport theory is established to investigate the dissipative transport in the presence of EPI. The EPI Green’s function is perturbatively evaluated by the LOE with respect to EPI coupling constant \( \gamma_i \). This LOE approximation ensures the current continuity law and is valid for the weak coupling system. Starting from LOE and single-electron Hamiltonian, EOMs of density matrix and corresponding auxiliary density matrices are formulated, resulting in a three-tier NEGF-HEOM-WBL scheme. Numerical studies indicated inelastic effect have significant effect on current compared to ballistic transport.

Although the results shown in this work are only for model systems, the methodology can be readily extended to TDDFT due to the fact that TDDFT can be regarded as an effective single-electron model. Within TDDFT, Kohn-Sham Hamiltonian reads \( H_{KS} = \sum_{ij} h_{ij} d_i^\dagger d_j \), where \( h \) is Kohn-Sham Fock matrix. \( h_{ij} = \langle i | h(r) | j \rangle \) is the element of effective single-electron Fock operator \( h(r) \) with respect to atomic basis. \( h(r) = -\frac{1}{2} \nabla^2 + V_{H} \) (\( r \)), here \( V_{H} \) is the effective potential which contains external potential \( V_{ext} \) (\( r \)), Hartree potential \( V_{HF} \) (\( r \)), and exchange-correlation potential \( V_{XC} \) (\( r \)). Since atomic basis set and Fock operator depend on atomic nuclei, phonon Hamiltonian and electron-phonon interaction Hamiltonian arise naturally from Born-Oppenheimer approximation. Starting from total energy surface \( E(r) \), phonon modes are calculated from the mass-weighted second derivative of \( E(r) \), i.e., Hessian matrix. And electron-phonon coupling matrix is obtained by expanding electronic Kohn-Sham Hamiltonian respect to nuclei oscillation. With the Kohn-Sham Fock matrix, phonon frequencies and electron-phonon coupling matrix known, the NEGF-HEOM-WBL method developed in Sec. II, can be readily applied for the investigation of dissipative time-dependent quantum transport through realistic systems from first-principles.

In this work, the phonon is assumed to be in equilibrium. This method can be extended to study the time-dependent heating effect when current flows through the junction. The
simplest way to include non-equilibrium phonon is to introduce a rate equation for phonon occupation number $N_q$, including a external damping rate. When the rate equation is included, $N_q$ becomes bias and time dependent, it can be evaluated by the propagation method same as the density matrix. Furthermore, the time derivative of third-tier auxiliary density matrix is small and can be safely neglected, the third-tier auxiliary density matrix can then be expressed by non-interacting auxiliary density matrix as shown by Eq. (36). This simplification can greatly reduce the computational time and memory cost and can be applied on larger realistic systems combined with first-principles method. Besides, similar statistics of photons and phonons implies that the developed framework can also be readily extended to treat the photon excitation and emission in molecular junction.

ACKNOWLEDGMENTS

Support from the Hong Kong Research Grant Council (Contract Nos. HKU7009/09P, 7009/12P, 7007/11P, and HKUST9/CRF/11G), and the University Grant Council (Contract No. AoE/P-04/08) is gratefully acknowledged.

APPENDIX: STEADY STATE CURRENT CALCULATION FROM MEIR-WINGREEN FORMULA WITH EPI

Within Meir-Wingreen formula, the steady state current $I_a$ can be expressed as

$$I_a = \int d\epsilon T_a(\epsilon), \tag{A1}$$

where $T_a(\epsilon) = \text{Tr}[\Sigma^<(\epsilon)G^>^-(\epsilon) - \Sigma^<(\epsilon)G^>^+(\epsilon)]$. The lesser and greater Green’s functions are related to the retarded and advanced ones via the equation

$$G^\Xi(\epsilon) = G'(\epsilon)[\Sigma^<_L(\epsilon) + \Sigma^<_R(\epsilon) + \Sigma^\Xi_q(\epsilon)]G'(\epsilon). \tag{A2}$$

Substitute Eq. (A3) into Eq. (A1), the expression for current $I_a$ can be divided into two parts. Taking $I_L$, for instance, the expression for current $I_L$ is then rewritten as $I_L = I_L^{el} + I_L^{inel}$ where

$$I_L^{el} = \int d\epsilon [f_L(\epsilon) - f_R(\epsilon)]\text{Tr}[\Lambda_L G'(\epsilon)\Lambda_R G'(\epsilon)]. \tag{A3}$$

$$I_L^{inel} = \int d\epsilon \text{Tr}[\Sigma^\Xi_q(\epsilon)G'(\epsilon)\Sigma_q^\Xi(\epsilon)G'(\epsilon)]$$

$$-\Sigma^\Xi_q(\epsilon)G'(\epsilon)\Sigma_{ep}^\Xi(\epsilon)G'(\epsilon)]. \tag{A4}$$

Here $I_L^{el}$ is the elastic part, which is same as that in the Landauer-Büttiker formalism; $I_L^{inel}$ is the inelastic part of the current due to EPI.

Next, expression for current under LOE will be derived. With LOE, the retarded and lesser interacting self-energies are

$$\Sigma^\Xi_{ep}(\epsilon) = \sum_{q, \pm} \gamma_q N^\Xi_q G^\Xi_0(\epsilon \pm \omega_q)\gamma_q, \tag{A5}$$

$$\Sigma^\Xi_q(\epsilon) = \sum_{q, \pm} \gamma_q N^\Xi_q G^\Xi_0(\epsilon \pm \omega_q)\gamma_q,$$

where $G^\Xi_0(\epsilon)$ and $G^\Xi_0(\epsilon)$ are the Green’s functions without EPI,

$$G^\Xi_0(\epsilon) = [\epsilon - \Sigma^r(\epsilon) - \Sigma^r(\epsilon)]^{-1},$$

$$G^\Xi_0(\epsilon) = G^\Xi_0(\epsilon)\Sigma^\Xi_q(\epsilon) + \Sigma^\Xi_q(\epsilon)]G^\Xi_0(\epsilon). \tag{A7}$$

With WBL approximation for leads, retarded and lesser self-energies are $\Sigma^r_q(\epsilon) = -i\Delta_\alpha$ and $\Sigma^\Xi_q(\epsilon) = i\Delta_\alpha$, respectively.

By using the identity $\frac{1}{\gamma_q^*} = P\frac{1}{\lambda} - i\delta(\epsilon)$, where $P$ stands for Cauchy principal value integral, Eq. (A6) is transformed to

$$\Sigma^\Xi_{ep}(\epsilon) = \sum_{q, \pm} \gamma_q [N^\Xi_q G^\Xi_0(\epsilon \pm \omega_q) \pm G^\Xi_0(\epsilon \pm \omega_q)]\gamma_q$$

$$+ \delta \Sigma^\Xi_{ep}(\epsilon), \tag{A8}$$

where

$$\delta \Sigma^\Xi_{ep}(\epsilon) \equiv i \sum_{q, \pm} \gamma_q [N^\Xi_q G^\Xi_0(\epsilon \pm \omega_q) \pm G^\Xi_0(\epsilon \pm \omega_q)]. \tag{A9}$$

This term can be approximated as

$$\delta \Sigma^\Xi_{ep}(\epsilon) \approx -2i \sum_{q} \int d\epsilon \frac{1}{\epsilon} \gamma_q \frac{\partial G^\Xi_0(\epsilon - \epsilon')}{\partial \epsilon} \gamma_q^* \tag{A10}$$

It is obvious that this term is proportional to the phonon frequencies and electron-phonon coupling constant $\gamma_q^*\omega_q$, which is small compared to the electron energy scale. Therefore, it is reasonable to omit this term from the retarded self-energy, which simplifies the calculation of retarded self-energy.\(^{38}\)

Within LOE, the EPI dressed retarded Green’s function is then

$$G^\prime(\epsilon) = G^\prime_0(\epsilon) + G^\prime_0(\epsilon)\Sigma^\prime_{ep}(\epsilon)G^\prime_0(\epsilon). \tag{A11}$$

Substitute Eq. (A11) into Eq. (A3), the elastic current is further split into two parts $I_L^{el} = I_L^{el,0} + \delta I_L^{el}$.

$$I_L^{el,0} = \int d\epsilon [f_L(\epsilon) - f_R(\epsilon)]\text{Tr}[\Lambda_L \mathbf{G}^\prime_0(\epsilon)\Lambda_R G^\prime_0(\epsilon)]. \tag{A12}$$

$$\delta I_L^{el} = 2 \int d\epsilon [f_L(\epsilon) - f_R(\epsilon)]$$

$$\times \text{Tr}[\Lambda_L \mathbf{G}^\prime_0(\epsilon)\Sigma^\prime_{ep}(\epsilon)G^\prime_0(\epsilon)\Lambda_R G^\prime_0(\epsilon)]. \tag{A12}$$

The inelastic part of current within LOE is

$$I_L^{inel} = \int d\epsilon \text{Tr}[\Sigma^\Xi_q(\epsilon)G^\Xi_0(\epsilon)\Sigma_q^\Xi(\epsilon)G^\Xi_0(\epsilon)]$$

$$-\Sigma^\Xi_q(\epsilon)G^\Xi_0(\epsilon)\Sigma_q^\Xi(\epsilon)G^\Xi_0(\epsilon)]. \tag{A13}$$

Obviously, the elastic and inelastic parts of current are both in order of $\gamma_q^*\omega_q$ due to LOE.

The numerical procedure for the calculation of current is as followed: (a) First, retarded and lesser Green’s functions without EPI are obtained from Eq. (A7); (b) then, retarded and lesser self-energies due to EPI are evaluated through...
Eqs. (A5) and (A8), respectively; and (c) finally, current is calculated from Eqs. (A12) and (A13).
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