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Abstract—Based on three evolutionary computational models that respectively simulate lexical, categorical and syntactic evolutions, we explore the effect of power-law distributed social popularity on language origin and change. Simulation results reveal a critical scaling degree ($\lambda \approx 1.0$) in power-law distributions that helps accelerate the diffusion of linguistic conventions and preserve high linguistic understandability in population. Other scaling degrees ($\lambda = 0.0$ or $\lambda > 1.0$), however, tend to delay such diffusion process and affect linguistic understandability. Apart from the conventionalization nature of language communications in these models, increase in population size could also contribute to select the critical scaling degree, since this scaling degree can accommodate the influence of population size on linguistic understandability and many power-laws in real-world systems have their scaling degrees around this critical value.
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I. INTRODUCTION

In many natural, social and technical systems, system components, such as their ranks, connectivity with others, probabilities for taking part in interactions with others, and so on, usually bear nonlinear relations with each other. Such relations can be described mathematically by primarily three types of probability distributions, including normal distribution ($f(x)\sim e^{-x^2}$), density function), exponential distribution ($f(x)\sim ae^{-ax}$, $a>0$), and scaling distribution ($f(x)\sim x^k$, $x\neq 0$) [1]. Many latest findings in a number of disciplines (e.g., organism mass vs. metabolic rate across species [2], fractal structures of objects [3][4], numbers of recalled memories vs. recalling periods [5], and the rank of words vs. their occurrence frequencies [6]) further illustrate that scaling relations are ubiquitous in self-organizing systems involving multiple dependent components and intricate relations among them [1][7-10]. Among numerous scaling relations, power-laws, designated by power-law distribution ($f(x)\sim x^{-\lambda}$, $\lambda>0$), are pervasive in many social and linguistic communities. For example, the relation between the rank of a word and its occurrence frequency in many language corpora follows a power-law (a.k.a. Zipf’s law, $\lambda \approx 1.0$) [6]; the relation between the rank of a language family and the number of languages it has also follows a power-law ($\lambda \approx 2.0$, based on the data from Ethnologue) [11-13]; and many social networks, such as email or collaboration network [14], are scale-free, having power-law distributed node degree (number of edge per node) [15].

Facing these many phenomena, more and more scholars, accepting the universality of power-laws in nature, have started to examine the causal mechanisms to such laws. Computer simulation and statistical analysis have recently served as new means of addressing this question. Recent work has shown that mechanisms such as preferential attachment [9] and constraints from geography [16] or kinship relations [17] can lead to power-law distributions in some social systems. Apart from the causal mechanisms, it is also worth studying how power-laws affect mutual information transmission during linguistic interactions or other social activities. Social structures and activities abound in human communities, and some of these structures and activities came into being prior to language [18]. Sociolinguists and historical linguists have observed that certain structures and activities could cast their influences on language origins and evolution. For example, different types of social constraints on communicative patterns among individuals can restrict the diffusion of linguistic variants within and across communities [19][20], and even identical social factors may exert different effects on various aspects of language evolution, due to different language processing mechanisms involved in those aspects.

In order to explore the effect of power-laws on language evolution, this paper conducts a cross-model study based on evolutionary computational models of language evolution. Instead of actual connections among individuals, we define an individual’s social popularity as the probability for this individual to take part in linguistic communications, and use power-law distributions to manipulate all popularities. In addition, rather than one particular model on certain aspect(s) of language evolution, our cross-model analysis is concerned with three such models, including: 1) the naming game [21], which simulates the origin of consensus on a meaning-utterance association in population; 2) the category game [22], which studies the origins and diffusion of linguistic categorization patterns among individuals; and 3) the lexicon-syntax coevolution model [23][24], which examines the coevolution of lexical items and simple word orders during language origin and change. Our study reveals a correlation...
The rest of the paper is organized as follows: Sec. 2 describes the social popularity and simulation setting; Sec. 3 analyzes the simulation results of the three adopted models; and Sec. 4 discusses these results and concludes the paper.

II. POWER-LAW DISTRIBUTED SOCIAL POPULARITY

Modeling social structures as complex networks has been widely adopted in simulation studies exploring social structure effect on language evolution. In such networks, individuals are treated as nodes, and their communications edges among nodes [25]. Various types of networks, such as row [26], lattice [27], ring [28], and small-world or scale-free network [29-31], have been used to denote human communities. However, using connections among individuals to denote social relations is only reasonable in large-scale communities. It is unrealistic to define such connections in small-scale societies, where any individual may directly interact with anyone else. A weighted fully-connected network helps overcome this limitation, but it is hard to estimate pairwise connection weights from empirical data usually obtained at the population level. Noting this, instead of local connectivity among individuals, we define social popularity as the probability for an individual to participate into communications with others, and adopt power-laws to manipulate all individuals’ popularities in population. In this way, the common features of different types of networks having different connectivity patterns can be easily generalized, and the influence of network size can be diminished. Meanwhile, such way of abstraction requires a small set of parameters whose values can be estimated from group data, and statistical analyses can help get some quantitative understanding of the correlation between language evolution and social factors.

The power-law relation between individual rank and social popularity in this paper is designated by:

$$y = ax^{-\lambda}$$  \hspace{1cm} (1)

Here $x$ is an individual’s rank (from 1 to $N$, $N$ is population size), $y$ is the social popularity of this individual, $a$ is a parameter ensuring the sum of all popularities as 1.0, and $\lambda$ characterizes power-law distributions. According to [14], many real-world power-law distributions usually have their $\lambda$ within [0.0 3.0]. If $\lambda = 0.0$, all individuals have the same probability to interact with each other, which resembles the case of random communications. If $\lambda$ is within (0.0 1.0), popularities are sensitive to network size, but once $\lambda > 1.0$, the influence of network size is not obvious, especially in big networks. Considering these, we only consider some $\lambda$ values, including 0.0, 1.0, 1.5, 2.0, 2.5, and 3.0.

Mathematical analysis reveals a correlation between $\lambda$ of a power-law distribution of social popularity and $\lambda'$ of a power-law degree distribution. This correlation is shown in Eq. (2) and proved in Eq. (3):

$$\lambda' = 1 + \frac{1}{\lambda}$$  \hspace{1cm} (2)

$$r(k) \propto \int \int \int \propto \int k^{-\lambda} dk = \int k^{-\lambda} \propto k^{1-\lambda} \hspace{1cm} \rightarrow \lambda = \frac{1}{1-\lambda'}$$  \hspace{1cm} (3)

Here, $p(k)=k^{-\lambda}$ is a power-law distribution of social popularity, $p'(k)=k^{-\lambda'}$ is a power-law degree distribution, and $r(k)$ is the rank of individuals having more than $k$ edges. Scaling factors are omitted here. Such correlation holds when both $\lambda$ and $\lambda'$ are bigger than 1.0.

In order to illustrate the general effect of power-law distributed social popularity on language evolution, we set the population size $N$ as 50, 100, 150, 200, 300, 400, and 500. Power-law distributions in these populations can be calculated following the definition in Eq. (1). Under each of the 6 distributions and in each of the 7 populations for statistical analysis, we conduct 20 simulations.

III. EFFECT OF POWER-LAW DISTRIBUTED SOCIAL POPULARITY ON LANGUAGE EVOLUTION

The three adopted models, namely the naming game [21], category game [22], and lexicon-syntax coevolution model [23][24], have been designed to respectively study the evolution of lexical items, categorization patterns, and simple syntax in terms of basic word orders among at most three lexical items. Instead of implementation details, which can be found in relevant papers, our work focuses on the performance of language evolution in these models under different types of power-laws. Due to different processing mechanisms involved in these models, the dynamics of language evolution in these models manifest in different timescales, and traced by different indices. Based on the indices that primarily trace mutual linguistic understandability, we examine the effect of power-law distributed social popularity on language evolution from two aspects. We first evaluate the effects of power-laws and population sizes on linguistic understandability in each of these models, and then, summarize the general effect across these models.

A. The Naming Game

This model simulates the origin of consensus on naming a particular semantic item within a population of individuals. Linguistic convention refers to the common lexical name for the semantic item. The dynamics of this game is traced primarily by the number of different names in population ($\Delta N_d$) and the rate of successful games among individuals ($S$). In our study, we focus on $S$, which reflects linguistic understandability in population. Due to the simple processing mechanisms towards lexical names, such as randomly creating a name or
deleting some competing ones, the dynamics of this game is manifest in a short timescale. We set the number of games at 50 (per agent, actual numbers of games are dependent on \( N \), and due to scaled social popularity, not all agents participate into exactly the same number of games during simulations).

Fig. 1(a) traces the dynamics of this game in a 50-agent population. In the case of random communications (\( \lambda = 0.0 \)), the dynamics of this game includes two phases: first, \( S \) remains low, indicating that individuals keep inventing new names, but many games fail due to using different names, and then, after some games, \( S \) starts to increase and gradually reaches 1.0, indicating that individuals begin to share a common name to reach success in most games. Compared with the case of random games, when \( \lambda = 1.0 \) or 1.5, the second phase, increase in \( S \), occurs earlier; when \( \lambda > 1.5 \), it occurs later. Meanwhile, when \( \lambda = 1.0 \), increase in \( S \) is slightly faster; when \( \lambda > 1.0 \), it becomes slower, and after 50 games per agent, \( S \) cannot reach 1.0, compared with cases where \( \lambda = 0.0, 1.0 \) or 1.5.

Fig. 1(b) shows the results in other populations. In the case of random games, with increase in \( N \), increase in \( S \) occurs later and later. This tendency is consistent with the statistical analysis in [21], and also shows in cases where \( \lambda > 1.0 \). In those cases, increase in \( S \) takes place much later and final values of \( S \) after 50 agents per agent are smaller. However, the trajectory of \( S \) does not change much in the case where \( \lambda = 1.0 \) across different \( N \); after a small number of games per agent, \( S \) can quickly reach 1.0.

These observations are confirmed by a two-way analysis of covariance (ANCOVA) (dependent variable: \( S \); fixed factor: 6 \( \lambda \) values; random factor: 7 \( N \) values; covariate: 20 sampling points in all games per agent). Rather than ANOVA, we use ANCOVA and treat number of games per agent as a covariate. This aims to partial out the influence of number of games per agent. In addition, since population size is not limited to these 7 values, we treat \( N \) as a random factor, instead of a fixed factor as \( \lambda \). The ANCOVA reveals that both \( \lambda \) (\( F(5, 30) = 222.026, p < .001, \eta^2_p = .974 \)) and \( N \) (\( F(6, 30) = 9.899, p < .001, \eta^2_p = .664 \)) have significant main effects on \( S \) and these two factors significantly interact with each other (\( F(30, 16757) = 69.092, p < .001, \eta^2_p = .110 \)). The covariate, number of games per agent, also significantly correlates with \( S \) (\( F(1, 16757) = 12935.405, p < .001, \eta^2_p = .436 \)). Fig. 1(c) traces the marginal mean \( S \) under different power-law distributions in different populations. It is shown that the marginal mean \( S \) in the case where \( \lambda = 1.0 \) remains similarly high across different \( N \), whereas those in other cases drop along with increase in \( N \).

To summary, in this game, compared with the case of random games, power-law distributed social popularity with a particular scaling degree (\( \lambda = 1.0 \)) can efficiently accelerate the diffusion of consensus in population. This effect is less affected by population size. However, other scaling degrees (\( \lambda = 0.0 \) or \( \lambda > 1.0 \)) will delay the diffusion process and affect \( S \). This effect is more explicit in bigger populations.

B. The Category Game

Extended from the naming game, the category game simulates the origins and diffusion of linguistic categorization patterns among individuals. During the category games, individuals develop categorical knowledge to discriminate semantic items from a continuous perceptual space. Linguistic conventions consist of both common lexical items and linguistic categories with similar perceptual boundaries across individuals, and processing mechanisms towards both lexical names and categories, such as inventing or updating new lexical names and new categories with particular boundaries for
the purpose of discrimination, are simulated. The evolution of linguistic categorization patterns proceeds in a much bigger timescale. Noting this, we set the number of games at $10^6$ (per agent). The dynamics of this game is traced primarily by the degree of boundary alignment of linguistic categories in individuals, the number of shared lexical names of linguistic categories, and the successful rate of category games among individuals ($S$), similar to the naming game. In our study, we focus on $S$.

Fig. 2(a) traces the dynamics of the naming game in a 50-agent population. In the case of random communication ($\lambda = 0.0$), the dynamics of this game consists of two phases. First, new perceptual categories with different boundaries and lexical names are created for discrimination, but misunderstanding is frequent and $S$ remains low. After many games, new perceptual categories keep emerging, but due to boundary mismatch, adjacent perceptual categories in some individuals start to share common lexical names and merge into linguistic categories (see [22] for an example). Then, although the boundaries of most perceptual categories remain mismatched, those of linguistic categories gradually become roughly aligned. Then, $S$ starts to increase and reach above 0.9. After this stage, the system remains stable for a very long time. If one waits for a longer time (say, $10^2$ to $10^6$ games per agent), a slight drop of $S$ can be observed [22]. Compared with the case of random games, when $\lambda = 1.0$, 1.5 or 2.0, the second phase, increase in $S$, occurs earlier, when $\lambda > 2.0$, it occurs much later. Meanwhile, when $\lambda = 1.0$, increase in $S$ becomes faster; when $\lambda > 1.0$, it is slower, and after $10^6$ games per agent, $S$ finally reaches high values around 1.0, much more slowly than cases where $\lambda = 0.0$ and 1.0. Note that the X-axis in Fig. 2 is in a logarithm scale; a small distance in X corresponds to a big number of games per agent.

Fig. 2(b) shows the results in other populations. In the case of random games, with increase in $N$, increase in $S$ occurs later and later. This tendency is also shown in cases where $\lambda > 1.0$. However, the trajectory of $S$ does not change much in the case where $\lambda = 1.0$ across different $N$; after a small number of games per agent, $S$ reaches a high value around 1.0.

These observations are confirmed by an ANCOVA similar to that in the naming game. It reveals that both $\lambda$ (F(5, 30) = 95.266, $p < .001$, $\eta^2_p = .941$) and $N$ (F(6, 30) = 6.874, $p < .001$, $\eta^2_p = .579$) have significant main effects on $S$ and these two factors significantly interact with each other (F(30, 16757) = 62.743, $p < .001$, $\eta^2_p = .101$). The covariate, number of games per agent, also significantly correlates with $S$ (F(1, 16757) = 1080.522, $p < .001$, $\eta^2_p = .392$). As shown in Fig. 2(c), similar to the naming game, the marginal mean $S$ in the case where $\lambda = 1.0$ is similarly high across all populations, whereas those in other cases drop with increase in $N$.

These results lead to a conclusion similar to that in the naming game. In the category game, a particular scaling degree ($\lambda = 1.0$) in power-law distributed social popularity can accelerate the diffusion of common linguistic categorization patterns among individuals. This effect is less affected by population size. However, other scaling degrees ($\lambda = 0.0$ or $\lambda > 1.0$) will delay the diffusion process and affect $S$. This effect is more explicit in bigger populations.

C. The Lexicon-Syntax Coevolution Model

This model simulates the coevolution of lexical items and simple syntax during language origin and change. Instead of lexical evolution as in the previous two models, this model examines both lexical and syntactic evolutions. Instead of lexical items, the artificial language evolved in this model
encodes semantic expressions with simple predicate-argument structures into sentences with simple syntactic structures. This artificial language resembles many aspects of real languages. Moreover, apart from language origin, this model can simulate language change, by letting all individuals initially share a set of common linguistic knowledge. Linguistic conventions consist of not only common lexical items and syntactic categories, but also similar syntactic knowledge to regulate lexical items in sentences. Processing mechanisms towards both lexicon and syntax, such as acquiring lexical items according to recurrent patterns among exchanged meaning-utterance mappings in communications, learning knowledge about word orders on the basis of sequential information of lexical items in utterances, and assigning lexical items and word orders into syntactic categories based on semantic and ordering relations of lexical items in exchanged utterances, are equipped by individuals to develop linguistic knowledge during communications. Due to these factors, language evolution in this model proceeds in a timescale distinct from those in the above models.

The dynamics of this model is traced primarily by the expressivity of linguistic knowledge in individuals and the understandability of linguistic knowledge among individuals (UR). In our study, we focus on UR, set the number of communications at 600 (per agent), and conduct both language origin and change simulations. In the origin simulations, individuals initially share 8 rules to encode only 8 out of 64 semantic expressions; in the change simulations, individuals initially share a set of linguistic rules capable of encoding all 64 semantic expressions.

Figs. 3(a) and 4(a) trace the dynamics of this model in a 50-agent population. As for the origin simulations (Fig. 3(a)), in the case of random communications (\(\lambda = 0.0\)), the dynamics of the model comprises two phrases. First, using their learning mechanisms, individuals begin to acquire new linguistic knowledge to encode more semantic expressions. However, since much of this newly-acquired knowledge is not yet largely shared, UR remains low and may even drop, when some new knowledge competes with the original knowledge. Then, after many communications, competition causes certain knowledge to be widely shared among individuals, and based on this knowledge, mutual understanding becomes frequent, and UR starts to increase and reaches around 1.0. Compared with the case of random communications, when \(\lambda = 1.0\) or 1.5, increase in UR occurs earlier; when \(\lambda > 1.5\), increase in UR is not obvious, and after 600 communications per agent, UR remains low. Meanwhile, although increase in UR occurs early in cases where \(\lambda = 1.0\) and 1.5, UR reaches a high value only in the case where \(\lambda = 1.0\), similar to that in the case of random communications.

As for the change simulations (Fig. 4(a)), in the case of random communications, the dynamics is straightforward: UR remains stable and relatively high (over 0.8) throughout the simulation, but some lexical and/or syntactic rules may change. Compared with the case of random communications, a relatively high UR is kept only in the case where \(\lambda = 1.0\). In other cases, UR drops and never rises up to a high value within 600 communications per agent. By tracing shared linguistic knowledge, we find that even in cases where UR remains high, some linguistic knowledge gradually becomes different during communications; the utterances of some shared lexical items are different. This reflects an inevitable change of language during cultural transmission [32]. What power-law distributed social popularity helps preserve is linguistic understandability, based on a set of consistently changing linguistic knowledge.

Figure 3. Understanding rate (UR) in the language origin simulations based on the lexicon-syntax coevolution model under different power-law distributed social popularities in a 50-agent population (a) and other populations (b). (c): marginal mean UR under different power-law distributions in different populations. Legends in (b) and (c) are the same as that in (a). Each line is averaged over 20 simulations.
manifest in cases where \( \lambda > 1.0 \). However, in the case where \( \lambda = 1.0 \), the trajectory of \( UR \) does not change much across different \( N \); within 600 communications per agent, \( UR \) reaches a high value around 0.8, even in bigger populations. As for the change simulations (Fig. 4(b)), with increase in \( N \), relatively high values of \( UR \) are kept only in cases where \( \lambda = 0.0 \) and 1.0. In other cases, \( UR \) drops with increase in \( N \).

These observations are confirmed by ANCOVA. As for the origin simulations, the ANCOVA reveals that both \( \lambda \) \((F(5, 30) = 41.593, p < .001, \eta^2_p = .874) \) and \( N \) \((F(6, 30) = 2.763, p < .001, \eta^2_p = .356) \) have significant main effects on \( UR \) and these two factors significantly interact with each other \((F(30, 16757) = 60.596, p < .001, \eta^2_p = .098) \). The covariate, number of communications per agent, also significantly correlates with \( UR \) \((F(1, 16757) = 3738.736, p < .001, \eta^2_p = .182) \). Fig. 3(c) shows that the marginal mean \( UR \) in the case where \( \lambda = 1.0 \) is similarly high across different \( N \), whereas those in other cases drop with increase in \( N \).

As for the change simulations, the ANCOVA reveals that both \( \lambda \) \((F(5, 30) = 702.010, p < .001, \eta^2_p = .992) \) and \( N \) \((F(6, 30) = 4.615, p < .001, \eta^2_p = .480) \) have significant main effects on \( UR \) and these two factors significantly interact with each other \((F(30, 16757) = 86.398, p < .001, \eta^2_p = .134) \). However, the covariate, number of communications per agent, only marginally correlates with \( UR \) \((F(1, 16757) = 3.267, p = .071) \), indicating that in some conditions, number of communications is not correlated with \( UR \). Fig. 4(c) shows that the marginal mean \( UR \) in cases where \( \lambda = 0.0 \) and 1.0 remains high across \( N \), whereas those in other cases drop with increase in \( N \).

Despite of different natures of the artificial language and processing mechanisms involved in this model, the simulation results show a conclusion similar to those in the previous two models. Compared with the case of random communications, a particular scaling degree \( (\lambda = 1.0) \) in power-law distributed social popularity can accelerate the diffusion of lexical and syntactic knowledge in population. This effect is less affected by population size. However, other scaling degrees \( (\lambda = 0.0 \text{ or } \lambda > 1.0) \) will delay the diffusion process and affect linguistic understandability in population. This effect is more explicit in bigger populations. In addition, certain scaling degrees \( (\lambda = 0.0 \text{ or } 1.0) \) can also help preserve a high level of linguistic understandability among individuals, but other scaling degrees \( (\lambda > 1.0) \) will destroy mutual understandability in population. These effects are more explicit in bigger populations.

D. Cross-Model Analysis

These three models examine different aspects of language evolution (e.g., lexical and syntactic evolutions, and origin, diffusion and change of linguistic conventions) and simulate many language processing mechanisms (e.g., lexical and syntactic processing mechanisms). Due to these various linguistic components and processing mechanisms involved, conventionalization of different types of linguistic knowledge (e.g., lexical items, categorization patterns, or syntactic structures) in these models proceeds in different timescales. Nonetheless, there are similar tendencies observed in these models under power-law distributed social popularities. When \( \lambda \approx 1.0 \), diffusion of linguistic conventions is accelerated; increase in \( S \) or \( UR \) takes place earlier than that in the case of...
random games or communications. Meanwhile, a high level of linguistic understandability is triggered and preserved; \( S \) or \( UR \) reaches a high value, and a relatively high \( UR \) is preserved throughout the simulation. In addition, when \( \lambda > 1.0 \), linguistic diffusion is delayed or nearly possible, and a high level of linguistic understandability is neither achieved nor maintained. Since \( \lambda \) reflects the scaling degree of power-law distributed social popularity, these simulation results show a critical scaling degree \( (\lambda \approx 1.0) \), under which linguistic conventions can efficiently diffuse in population and a high level of linguistic understandability among individuals can be well preserved. However, below or above this critical degree, language evolution becomes less efficient.

IV. DISCUSSIONS AND CONCLUSIONS

In the above section, we evaluate the effect of power-laws on language evolution, by manipulating power-law distributed social popularities among individuals. The simulation results of three independent evolutionary computational models show that: a critical scaling degree in power-laws \((\lambda \approx 1.0)\) can efficiently spread linguistic conventions and keep a high level of linguistic understandability in population, whereas other scaling degrees \((\lambda = 0.0 \text{ or } \lambda > 1.0)\) tend to delay the diffusion process and destroy mutual understandability in population, especially in big populations.

These similar results across different models are primarily due to two factors. First, linguistic behaviors in these models help develop conventions and achieve mutual understanding via local communications among individuals. Frequent communications within a small group of individuals can efficiently trigger and share common linguistic knowledge among these individuals. Second, the scaling degree of a power-law distribution adjusts the ratios between two types of communications, including: 1) communications among popular individuals \((\text{individuals having small rank values})\) and 2) communications between popular and unpopular individuals \((\text{individuals having big rank values})\). Such ratio affects conventionalization of linguistic knowledge among different types of individuals.

Under these two factors, the existence of a critical scaling degree \((\lambda \approx 1.0)\) is elaborated as follows. First, in the case of random communications, both of the above-mentioned two types of communications are frequent and conventionalization proceeds in the whole population. Then, with increase in population size, conventionalization becomes delayed (see Fig. 1(b), 2(b), and 3(b)).

Second, when \( \lambda \) slightly increases, the first type of communications becomes more frequent, whereas the second type less so. Then, conventionalization in popular individuals becomes easier and faster. Meanwhile, since the second type of communications is also sufficient, unpopular individuals can efficiently acquire the shared knowledge from popular individuals. Compared with the uniform conventionalization in the case of random communications, such “popular first, unpopular later” conventionalization is more efficient, as shown in Figs. 1(a), 2(a), and 3(a).

Third, when \( \lambda \) keeps increasing, the second type of communications becomes insufficient. Then, unpopular individuals will lack enough chances to interact with popular ones or with each other. Then, although popular individuals can quickly develop common linguistic knowledge, much of this knowledge cannot efficiently diffuse into unpopular ones. Therefore, conventionalization in the whole group is affected. As for the naming game and category game, without knowledge forgetting, more games can give unpopular individuals more chances to communicate with popular ones, thus leading to mutual understanding. As for the lexicon-syntax coevolution model, however, due to competition and regular forgetting of linguistic knowledge, unpopular individuals cannot grasp enough shared knowledge in time, even given more communications. Then, \( UR \) remains low in the origin simulations. Meanwhile, in the change simulations, if unpopular individuals do not have enough chances to use initially shared knowledge, that knowledge will gradually be forgotten by those individuals. Then, when \( \lambda \) keeps increasing, \( UR \) will drop.

Apart from these two factors primarily concerning the conventionalization nature of language communications in those models, increase in population size also helps select the critical scaling degree. On the one hand, under the critical scaling degree, with increase in \( N \), the trajectories of linguistic understandability do not change much; a high \( S \) or \( UR \) in big populations can be achieved within the same timescales as in small populations, and in the lexicon-syntax coevolution model, a high \( UR \) is kept in both small and big populations. However, under other bigger scaling degrees, with increase in \( N \), a high level of linguistic understandability fails to be efficiently triggered or maintained. These results suggest that the critical scaling degree can accommodate the influence of population size on linguistic understandability, since it can efficiently trigger and maintain a high level of linguistic understandability in big populations.

On the other hand, due to uneven social, economic, or political status among individuals, a uniform distribution of social popularity (equivalent to a power-law distribution with \( \lambda = 0.0 \)) is nearly possible in a big population, and there is a trend of increasing the scaling degree along with population expansion. Meanwhile, population expansion also requires a relatively high and stable level of mutual understandability; otherwise, frequent misunderstanding will affect social bonding among individuals, which may ultimately lead to a split of the whole population. Therefore, in order to maintain a high level of mutual understandability during population expansion, the scaling degree of power-laws could not increase too much, but remain around the critical value.

This general claim summarized from the simulation results can gain some support from empirical data. Recalling the correlation between \( \lambda \) in power-law distributed social popularities and \( \lambda' \) in power-law degree distributions of social networks (see Eq. (1)), we know that the critical \( \lambda \) value around 1.0 corresponds to a critical \( \lambda' \) value around 2.0. As shown in [14], many real-world, scale-free social networks that involve language-related activities do have their \( \lambda' \) around 2.0, e.g., the film actors cooperation network \((449,913 \text{ nodes}, \lambda' = 2.3)\), the email network \((59,912 \text{ nodes}, \lambda' = 2.0)\) and the telephone call network \((47,000,000 \text{ nodes}, \lambda' = 2.1)\). In addition, many natural and technical systems that involve general information

\[ UR \approx 1.0 \]
exchange or conventionalization also have their $\lambda$’ around 2.0, e.g., the metabolic network (765 nodes, $\lambda$’=2.2) and the peer-to-peer network (880 nodes, $\lambda$’=2.1) [14].

Finally, apart from the theoretical findings, let us evaluate the cross-model comparison adopted in this study to evaluate the general or universal effect of power-laws on language evolution. Such approach is not frequent in previous work. Previous studies usually adopt a within-model comparison approach, focusing on a particular model and evaluating its performances in various conditions (e.g., [29–31][33]). Without further analysis, the conclusions obtained from a single model focusing on a particular aspect of language evolution should not be directly applied to other aspects of language evolution. Besides the within-model comparison, the cross-model comparison as in our study is necessary, especially when one wants to summarize the “universal” effect of certain factor(s) on language evolution in general. Although such cross-model comparison is currently restricted at the conceptual or qualitative level, unification of both within- and cross-model approaches is very promising to reach a comprehensive understanding of the correlation between language evolution and social factors. With many computer models on language evolution being available, more and more studies adopting the cross-model comparison approach are foreseen.
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