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SELF-Routing ADDRESS ASSIGNMENT IN PACKET-SWITCHED NETWORKS

FIELD OF THE INVENTION

This invention relates to the field of assigning addresses to nodes in a network for efficient utilization of bandwidth, and more particularly assigning self-routing addresses in self-routing packet-switched optical networks with arbitrary topology.

BACKGROUND OF THE INVENTION

The processing overhead associated with routing packets in packet-switched networks is a major hurdle in implementing high-bandwidth networks. High capacity networks capable of efficiently handling voice, video, and data are necessary to satisfy the growing demand of telecommunication and multimedia services. All-optical communication networks are likely to be the networks of the future in view of their relatively large bandwidths. However, presently implementation of such networks is limited by available switching technologies. Current wavelength division multiplexing networks employ circuit-switching technology making them unsuitable for data applications involving bursty traffic requiring large bandwidth. In part, the challenge is due to the lack of practical optical buffers and the relatively limited number of photonic devices available in comparison to electronics present challenges in implementing optical packet switched networks. See, e.g., Chan et al. and Yao, S. et al., “Advances in photonic packet switching: An overview,” IEEE Commun. Magazine, vol. 38, No. 2, pp. 84-94 (2000).

Faster switching via optics based logic is a future possibility. In optical packet-switched networks, the optical data needs to be processed and switched at the line speed of ten to hundreds of gigabits per second. Recent advances in optical logic device research demonstrate implementations of boolean logic functions such as AND, OR, NOR, INVERT, and XOR based on ultrafast nonlinear interferometers. Some exemplary references are Doran N. J. et al. “Nonlinear-optical loop mirror,” Optics Letters, vol. 13, pp. 56-58 (1988); and Whitaker, Jr., N. A. et al., “All-optical arbitrary demultiplexing at 2.5 Gb/s with tolerance to timing jitter,” Optics Letters, vol. 16, pp. 1838-1840 (1991). However, optical logic devices continue to be bulky making integration difficult. Consequently, complex optical logic circuits are still unavailable.

Another solution for implementing optical packet networks for taking advantage of their bandwidth is transmitting the packet header at a lower speed in another channel as in optical sub-carrier multiplexing, see, e.g., Carena, A. et al., “OPERA: an optical packet experimental routing architecture with label swapping capability,” Journal of Light wave Technology, vol. 16, No. 12, pp. 2135-2145 (1998); and Blumenthal, D. J. et al., “WDM optical IP tap switching with packet-rate wavelength conversion and subcarrier multiplexed addressing,” OFC’99, pp. 162-164 (1999) and optical burst switching, see, e.g., Xiao, C. et al., “Optical burst switching (OBS)—a new paradigm for an optical Internet,” Journal of High Speed Networks, vol. 8, pp. 69-84 (1999). These methods, however, are sensitive to the synchronization between the processing of the packet payload and the packet header. Consequently, being relatively intolerant of errors, they have questionable reliability.

Another approach for effective use of optical networks with current technology is to reduce the processing requirements, such as switching packets at a node. Such processing relies on electronic or optical switches and processors, thus forming a natural bottleneck. A known technique for reducing processing in routing packets in a network is to assign self-routing addresses to nodes in the network. Self-routing addresses simplify routing control since the address of a node contains all the routing information necessary for other nodes to direct packets to the destination without requiring look-up tables and similar customary processing steps. Intermediate nodes forward the incoming packets to the appropriate output ports using bit-by-bit comparison of the packet headers with the address of the local node. The routing decision, implemented with simple logic gates, does not require the typical lookup tables.

However, self-routing addresses are known to be suitable only for networks with regular topology such as hypercube networks and the Shuffle Net with no more than one address for each node. In other words, implementing self-routing addresses in a network requires mapping the physical topology of the network to logical networks with regular topology. See, e.g., Tan, S. T. et al., “Embedded unidirectional incomplete hypercube for optical networks,” IEEE Transactions on Communications, vol. 41, No. 9, pp. 1284-1289 (1993); and Kop, C. K. et al., “Multi-access processor interconnection using subcarrier and wavelength division multiplexing,” Journal of Lightwave Technology, vol. 15, No. 2, pp. 228-241 (1997). This is typically not possible in most networks. An additional drawback of self-routing addresses is that all paths between nodes are fixed resulting in difficulties in implementing congestion control and traffic engineering along with rerouting.

SUMMARY OF THE INVENTION

The present invention provides a method and system for providing self-routing addresses to networks having arbitrary topologies. In accordance with an embodiment of the invention, a protocol to route a packet to an output port of a node depends on the results of bit-by-bit processing of the header address. To this end, a bit in the address header is associated with an output port of a particular node in the network. Then the value of that bit determines whether the packet will be routed through the output port identified by that bit. Accordingly, an address of a node is a self-routing address, provided that if two paths having the same destination node meet at an intermediate node, the subsequent links and nodes used by the two paths, in accordance with the destination node’s address, are identical. Moreover, a node may have more than one address with each address encompassing a different set of paths to the node.

In an embodiment of the invention, every output port of all the nodes corresponds to a different bit in the address. Thus, the total number of address bits equals the sum of the number of output ports of the nodes in the network. In an address divided into N sub-field, where N is the total number of nodes in the network, each node processes the sub-field corresponding to the node itself.

In an embodiment of the invention, a bit in the address corresponds to an address in the network. The output port of each node corresponds to a bit in the address header. Thus, the total number of bits in the address equals the number of addresses that is equal to or larger than the number of nodes in the network since some nodes may have more than one address.

In another embodiment of the invention, an address header in a packet is divided into a number of different sub-addresses such that each sub-address corresponds to a different level of hierarchy in a hierarchically organized network.
While the aforementioned addressing scheme requires several bits, the invention includes a method and system for shortening the number of bits.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 provides an illustrative flowchart outlining the steps in an exemplary method for associating each output port of a node in the network to a bit position in the self-routing address sub-field corresponding to the node;

FIG. 2 provides an illustrative flowchart outlining the steps in an exemplary method for generating a self-routing address from a set of paths to a node;

FIG. 3 provides an illustrative flowchart outlining the steps in an exemplary method for routing a packet having a self-routing address in accordance with the invention at a node;

FIG. 4 shows an example network having five nodes and six links;

FIG. 5 provides an illustrative flowchart outlining the steps in an exemplary method for associating each output port in a node with a bit position in a self-routing address;

FIG. 6 provides an illustrative flowchart outlining the steps in an exemplary method for generating an address from a set of paths to a node;

FIG. 7 provides an illustrative flowchart outlining the steps in an exemplary method for routing a packet at a node using the alternate address;

FIG. 8 provides an illustrative flowchart outlining the steps in an exemplary method for generating a multi-level address for a node;

FIG. 9 provides an illustrative flowchart outlining the steps in an exemplary method for generating a multi-level address for a node with the aid of more than one algorithm for different levels;

FIG. 10 is a flowchart describing the steps for routing a packet directed to a self-routing address in a hierarchical network having different algorithms for assigning self-routing addresses at different levels in the hierarchical network;

FIG. 11 is a flowchart describing the steps for routing a packet directed to a self-routing address in a hierarchical network having a common scheme for assigning self-routing addresses to nodes at various levels in the hierarchical network;

FIG. 12 shows the topologies of an exemplary hierarchical network.

DETAILED DESCRIPTION OF THE INVENTION

Typically, routing a packet in a network requires computing the link over which the packet is transmitted. In view of the large number of packets routed in a typical network, this computation is a significant overhead. One strategy to reduce computations required for routing a packet in a network assigns an address to a node such that in addition to specifying the target node, the address also includes information about the path to the target from any other node in the network. This naturally requires configuring each of the nodes in the network to switch the packet in accordance with the destination address rather than engage in extensive computations to obtain the next link over which the packet should be forwarded to its destination. For instance, a particular bit in a specified destination address results in the packet being switched over a corresponding link. This scheme, naturally, requires careful assignment of addresses to take into account the switches at each node.

Assignment of node addresses that contain the routing information is known for networks having a regular topology, such as hypercubes, Shuffle-nets, and the like, for optimizing the use of address space. This is not surprising since regular topology enables a uniform distribution of nodes for mapping into the node address space. However, most practical networks exhibit irregular topologies. Moreover, these irregular topologies are dynamic since the network-configuration can change. A method of assigning self-routing addresses to networks having irregular topology, as enabled by the present invention, reduces the processing load at each node, thus resulting in better utilization of the bandwidth.

In the present invention, the address of a node encodes a unique path from any other node in the network to the node itself. This is enabled by the condition that if the paths from two different nodes to the same destination node meet at an intermediate node, the subsequent links and nodes used by the two paths are identical. This property, subsequently referenced as the “Condition,” is required by many embodiments in accordance with the invention. However, in a variation, paths in a network can be grouped such that within each group of paths the Condition is satisfied. Then, a node can have multiple addresses, each address corresponding to a particular group of paths that satisfy the Condition. The following discussion and the illustrative figures further illustratively explain the present invention with the aid of several embodiments that are not limiting on the scope of the invention, but merely an aid for providing a description.

In accordance with the Condition, if more than one path from a particular node to a destination node is permitted then the destination node has a more than one address since each address represents a different set of paths to the destination node. Moreover, if a node has multiple addresses, the paths from all other nodes to the destination node encoded in each address satisfy the aforementioned condition separately. However, some of the paths encoded in the different addresses of the same node may be the same. The routing information encoded in each address, for the same node or different nodes, is independent of one another.

In a network having N nodes and L bi-directional links, there are 2L output ports. It should be noted that without any loss of generality the description herein applies to networks described in terms of uni-directional links as well.

In an embodiment of the invention, each bit in the address is used to identify an output port in a node of the network. The nodes are numbered from 1 to N with the output ports of node i numbered from 1 to n(i) where n(i) is the number of output ports of node i.

The address of a node in the network has N sub-fields such that each node in the network corresponds to a particular sub-field in the address. The length of the i-th address sub-field corresponding to node i is at least n(i) bits so that each output port of node i can be mapped to a bit in the address sub-field. Additional bits in an address sub-field are reserved for future use such as in response to the addition of new output ports at node i.

Turning to the figures, FIG. 1 provides an illustrative flowchart of an exemplary method for mapping output ports to bits in an address in accordance with the invention. This method associates each output port of a node with a bit position in the address sub-field corresponding to the node. The notation b(j, k) represents the value of the k-th bit in the j-th address sub-field. Thus, the k-th bit position of the i-th address sub-field in the address identifies the k-th output port one can choose for node i.

During step 100 the variable j is initialized, e.g., to a value of 1. During step 105 the variable j is compared with the specification of a node 'i' to identify the subfield in the destination node corresponding to node i. If variable j is not equal
to i, then j is incremented in step 110 with the control returning to step 105. Otherwise, control flows to step 115, during which variable k is initialized. During step 120 the (j, k) bit of the address is mapped to the k-th port of node i. Typically, output nodes are indexed in some order, for instance in accordance with consecutive integers as in FIG. 1, enabling variable k to be indexed in step 125. If variable k is still within sub-field corresponding to node i during step 130, then control returns to step 120 to map another output node of node i. Else, the method terminates.

The flowchart in FIG. 2 illustrates exemplary steps in a method in accordance with the invention for generating an address from a set of paths, each path in the set of paths satisfying the Condition, to a destination node of interest, e.g., node i. In each node address, there are at least 2L bits corresponding to L links in the network. For the j-th address field of node i, if j=n, the k-th bit is set to 1 if the path from node j to node i exits node j through the k-th output port. All other bits in the j-th address sub-field are set to 0. All bits in the i-th address field of node i are set to zero.

During step 200 variable j is initialized and then during step 205 variable k is initialized. During step 210 a determination is made as to whether a path from the set of paths from node j to the destination node is via output port k. If the determination is affirmative, then the (j, k) bit in the destination node's address is set, during step 215, to enable switching of a suitable packet to the output node k at node j. Otherwise, the (j, k) bit in the address is not set during step 220 resulting in no switching in response to the value of the (j, k) bit in the destination address.

Control from steps 215 and 220 then flows to step 225. During step 225 the value of variable k is examined to determine if all bits in the sub-field in the destination address corresponding to node j have been processed. If the processing is incomplete, then processing continues with variable k incremented during step 230 and then the control returning to step 210. Otherwise, control flows to step 235 for incrementing variable j. During step 240 variable j is examined to determine if all of the nodes in the network have been processed. If all nodes are not processed then control returns to step 205 else the method terminates.

In a network having at least one self-routing address for each node in accordance with the present invention, FIG. 3 illustrates routing of a packet directed to a self-routing address at node i in the network. Packets arriving at node i undergo examination by an address recognition unit that carries out a bit-wise logic operation on the address sub-field corresponding to node i. For instance, if the value of a bit in the address sub-field is set, then address recognition unit causes the packet to be routed to the output port associated with that bit. On the other hand if all of the bits in the address sub-field are not-set, the node accepts the packet as being directed to itself.

During step 300, at node i variable k is initialized followed by examining the bit corresponding to (i, k) in the self-routing address during step 305. If the examined bit is set the packet is routed to the k-th output port of node i during step 310 followed by termination of the method. Otherwise, control flows to step 315 wherein if all bits in the sub-field corresponding to node i have been examined, control is passed to step 320 for accepting the packet followed by termination of the method. Alternatively, if all relevant bits in the address sub-field have not been examined then, control flows to step 325 from step 315 for incrementing variable k followed by passing the control to step 305, thus completing a loop for processing bits in a sub-field in the self-routing address.

FIG. 4 illustrates the foregoing description in a network with five nodes, numbered from 1 to 5 with at least one path between each pair of nodes, and six links between adjacent nodes. In this example a path is represented by the sequence of nodes it uses with the path from node 1 to node j denoted by P(i,j). TABLE 1 lists twenty possible paths in this exemplary network.

| TABLE 1 |
|---|---|---|---|---|
| Paths to node 1 | P(2, 1) = 21 | P(3, 1) = 31 | P(4, 1) = 41 | P(5, 1) = 51 |
| Paths to node 2 | P(1, 2) = 12 | P(3, 2) = 32 | P(4, 2) = 42 | P(5, 2) = 52 |
| Paths to node 3 | P(1, 3) = 13 | P(2, 3) = 23 | P(4, 3) = 43 | P(5, 3) = 53 |
| Paths to node 4 | P(1, 4) = 14 | P(2, 4) = 24 | P(3, 4) = 34 | P(5, 4) = 54 |
| Paths to node 5 | P(1, 5) = 15 | P(2, 5) = 25 | P(3, 5) = 35 | P(4, 5) = 45 |

FIG. 4 depicts the output ports of each node with labels in parentheses. Advantageously, although not as a requirement, the labeling of the output port at each node is local to the node. There are five fields in the address of a node corresponding to the five nodes in the network. The number of bits in each address field, n(i),i=1, ..., 5, is given by n(1)=2, n(2)=2, n(3)=3, n(4)=3, and n(5)=2. Therefor, the total number of bits in an address for a node in this network, i.e., the sum of n(i) over all of the nodes, is at least 12.

While not intended to be a limitation, for convenience, a bit in the address is set if its value is 1 and not set if its value is 0. As is apparent, the unit for such operations need not be a bit and instead can be a group of bits with no loss of generality, although, for simplicity, the discussion herein uses bits as the significant unit in an address.

An address for node 1 is constructed as follows in accordance with FIGS. 1 to 3. The bits in the first address sub-field are set to zero to ensure that node 1 accepts packets directed to it, for instance, in accordance with the method for handling self-routing addresses illustrated in FIG. 3. For the second address sub-field, the path is P(2,1)=21. Since a packet sent from node 2 to node 1 is transmitted through the output port labeled (1), the first bit of the second address sub-field of node 1 is set to 1 and the second bit of the second address sub-field is set to 0. The second address sub-field of the address of node 1 is therefore 10. Similarly for the third address sub-field, we look at the path from node 3 to node 1. The third address sub-field of the address of node 1 is therefore 100. The address of node 1 so far is 00101010000000000000 (16)

For the fourth address sub-field, sending a packet from node 4 to node 1 includes routing from node 4 to node 2 through output port (1) of node 4, and then from node 2 to node 1 through output port (1) of node 2. From the first part of the routing instruction, the fourth address sub-field is given by 000. The packet is now at node 2. From the second part of the routing instruction, the second address sub-field in the address of node 1 should be 10 which agrees with what has been put down earlier from the consideration of the path P(2,1). Thus, satisfying the Condition by paths P(2,1), P(3,1), and P(4,1) guarantees consistency.

Similarly, P(5,1) determines the fifth address sub-field. At first sight, the path P(5,1)=545 is in conflict with the contents of the first 4 address sub-fields because the four paths [P(2,1), P(3,1), P(4,1), P(5,1)] violate the Condition. To accommodate P(5,1), either P(4,1) is changed to 101, or P(5,1) modified to path 5421. Then, the address of node 1 is 00101010000000000000 (16) for the former case and 00101010000000000000 (16) for the latter case.
for the latter case. If the original paths cannot be modified, the paths $P^4(4,1) = 431$ and $P^4(5,1) = 5421$ can be added. Node 1 then has two valid addresses $1a$ and $1b$. Each of them encodes a different path. In both addresses, the paths from node 2 or node 3 to node 1 are identical. The additional paths, $P^4(4,1)$ and $P^4(5,1)$, are for address construction purpose only. They are not actually required for packet transmission. For instance, if node 1 only uses address $1a$ and node 5 only uses address $1b$, then the added paths, $P^4(4,1)$ and $P^4(5,1)$, are not actually used.

TABLE 2 below lists the self-routing addresses of the five nodes of the network corresponding to the routing paths shown in TABLE 1. The seven addresses listed together encompass all the twenty paths listed in TABLE 1. Notable, besides node 1, node 5 has two addresses because the paths $P(1,5), P(2,5), P(3,5)$, and $P(4,5)$ violate the Condition.

<table>
<thead>
<tr>
<th>Node</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>00 10 100 01 01 01</td>
</tr>
<tr>
<td>1b</td>
<td>00 10 100 01 01 01</td>
</tr>
<tr>
<td>2</td>
<td>10 00 100 10 01 01</td>
</tr>
<tr>
<td>3</td>
<td>01 01 000 01 10 10</td>
</tr>
<tr>
<td>4</td>
<td>01 00 010 00 01 01</td>
</tr>
<tr>
<td>5a</td>
<td>01 01 000 10 01 01</td>
</tr>
<tr>
<td>5b</td>
<td>01 01 000 10 01 01</td>
</tr>
</tbody>
</table>

Summarizing the above described embodiment of the invention, an address header has N sub-fields corresponding to N nodes in a network with each sub-field associated with one of the nodes. Each sub-field contains n(i) bits where n(i) is greater than or equal to the number of output ports of the node i. Each output port of a node in the network corresponds to one and only one bit position in the sub-field associated with that node. Thus, an address is typically 2L bits long in a bi-directional network where L is the number of links in the network and a link has a port at either end to link two nodes in the network.

In an exemplary embodiment of the invention, an address header contains $N_{add}$ bits where $N_{add}$ is the total number of addresses of nodes in a network having N nodes. Since an address of a node specifies a set of paths from all other nodes to the node, every set of paths to a destination node satisfies the Condition. Note that $N_{add} \geq N$ because a particular node can have more than one address. Each bit position in the address header corresponds to one of the $N_{add}$ addresses. In addressing a packet to a node the bit corresponding to the node address is set, with all other bits not-set. At nodes other than the destination node the address header identifies the output port for routing the packet. Accordingly, switches at the nodes are set to switch the packet. Notable, a node may have multiple addresses and accordingly be associated with multiple bits in the address header.

The $N_{add}$ node addresses are numbered from 1 to $N_{add}$ with no loss of generality. The output ports of each node are also numbered from 1 to n(i) where n(i) is the number of output ports of node i. In this embodiment the bit corresponding to a self-routing address in the set of self-routing addresses in the network is set with all other bits in the address not-set. At each node in the network the set value of this bit results in packet being switched along the path to the destination node. In other words, instead of mapping an output port in a specified node to a particular bit in a self-routing address, it is possible to map an address to a bit in the self-routing address. Then, upon examining the bit each node knows the output port through which the packet needs to be switched in the implementation of the node. However, the output ports on each node in the path may be different in response to the same bit.

FIG. 5 is a flowchart depicting each output port to a node to a bit position in the address header. Since each bit is associated with a set of paths to a destination node, at every node each bit is used to identify the output port through which the path to the destination node identified by the bit exits the node. For example, assume that the j-th bit in the address is associated with a set of paths to node i. Also, if within this set of paths to node i, the path from a node, for example node k, to node i exits node k through the x-th output port of node k. Then, the x-th output port in node k is identified by the j-th bit in the address.

Accordingly, in step 500 in FIG. 5, in the context of the network illustrated in FIG. 4, variable j, representing a node, is initialized followed by initialization of variable k, representing an output port in node i in a self-routing address, during step 505. During step 510 if the path between nodes i and j uses output port k of node i, control flows to step 515, during which the j-th bit in the j-th sub-field is set. Then, control flows to step 520 for incrementing variable j. If all of the nodes in the network have been processed then control flows from the next step 525 to terminate the method. Otherwise control flows from step 525 to step 505 to complete a loop.

If the path from node 1 to node j does not include output port k of node i, then control flows from step 510 to step 530 for incrementing variable k. If the incremented variable k represents another output port of node 1, as determined during step 535, control loops back to step 510. Otherwise, control flows to step 520 for incrementing variable j.

FIG. 6 shows a flowchart for generating an address for a node in the alternative embodiment of the invention. The notation in FIG. 6 uses c(j) as the value of the j-th bit in a self-routing address. During step 600 variable j is initialized. Then, during step 605 variable j, representing a self-routing address in the network, is tested to check if it matches variable i, representing a node. In the event, variables i and j match, control shifts to step 610, during which c(j) is set. Following step 610 control passes to step 615 for incrementing variable j. During step 620 if the set of self-routing addresses is not exhausted, control returns to step 605. Otherwise, the method terminates.

Alternatively, control passes from step 605 to step 625 if variable i and j do not match. Then, bit (or set of bits) c(j) are not set during step 625 and control is passed to previously described step 615.

Using the network of FIG. 4 as an example, the first bit in the address represents the set of paths represented by address 10 in TABLE 2. Therefore, the first bit in the address identifies port 1 at node 2, port 1 at node 3, port 2 at node 4, and port 2 at node 5. The length of the self-address is at least $N_{add}$ bits where $N_{add}$ is the number of valid addresses in the network. It should be noted that in some embodiments of the invention extra bits included in the address enable future addition of new addresses or other functions.

TABLE 3 below gives an example of the alternate self-routing addresses for the network shown in FIG. 4 and the set of paths as described in TABLE 2.

<table>
<thead>
<tr>
<th>Node address</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
</tr>
<tr>
<td>1b</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
TABLE 4 gives the corresponding mapping between the bit position in the address and the output ports at each node in the alternative embodiment of the invention described above.

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td>x</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>x</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>x</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>x</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

FIG. 7 shows a flowchart for routing a packet at a current node with the self-routing addresses similar to those in TABLE 4. During step 700 variable j, typically corresponding to a bit position in the address of a packet being processed, is initialized. Packets arriving at a node, for example node i, are examined by an address recognition unit of node i. The address recognition unit performs a bit-wise logic operation on the address. For instance, starting at the first bit, if the value of the bit is 0, the address recognition unit processes the next bit in the address. On the other hand, if the value of the bit is 1, and the bit position is not the i-th bit, the address recognition unit instructs an output module to route the packet to the output port associated with that bit. Of course, if the i-th bit is 1, node i accepts the packet.

Thus, during step 705 if bit c(i) is not set control passes to step 710 for incrementing variable j followed by returning the control to step 705. Otherwise, control passes to step 715. During step 715 if the position of the set bit corresponds to the present node, the present node accepts the packet during step 720. Otherwise, control passes to step 725 from step 715. During step 725, the packet is routed to the output port associated with the j-th bit. The method terminates following either step 720 or step 725.

In another exemplary embodiment of the invention, a network organized into a hierarchy with M levels having M types of nodes and M types of connections, is provided self-routing addresses. In such a network, level-n nodes (1 ≤ n ≤ M) form level-n sub-networks with level-n links between them. A level-n node, in turn, comprises sub-network of a group of level-(n-1) nodes. The self-routing address of such multi-level network includes, in an embodiment of the invention, a number of sub-addresses. Advantageously, each of these sub-addresses corresponds to one of the levels of a node in the network.

An M level hierarchical network can be constructed, for instance, as described herein from a set of nodes having N nodes. First, all N nodes of the original network are classified as level-1 nodes forming the lowest level in the hierarchy. The N level-1 nodes following division into different groups according to some criterion provide level-2 group of nodes, collectively considered as a level-2 node. The N level-1 nodes following division into different groups according to some criterion provide level-2 group of nodes, collectively considered as a level-2 node. For instance, a possible grouping criterion is the proximity of the nodes from each other. Each group of level-1 nodes forms a sub-network such that each level-1 node can belong to one and only one group of nodes. Connections between the level-1 nodes within the same sub-network are classified as level-1 connections. The level-2 nodes form a network with a different topology than that formed by the level-1 nodes. This process is amenable to iteration with different grouping conditions for each level of organization. Repeating the procedure creates the desired M level hierarchical network.

The multi-level self-routing addresses of the nodes of the network are described next. A self-routing address of a node comprises M sub-addresses. The k-th sub-address of a node corresponds to the address of the node in a level-k sub-network where k = 1, . . . , M. The k-th sub-address of a node, for example node i, is constructed by considering the level-k sub-network contained within the level-(k+1) node to which node i belongs. Specifically, the k-th sub-address contains routing information for routing a packet within the aforementioned level-k sub-network to the level-k node to which node i belongs. Note that for address construction purpose, the whole network is considered as a level-(M+1) node.

Each of the M sub-addresses can be generated using the algorithms described by the flowcharts shown in FIGS. 1 and 2 or FIGS. 5 and 6. FIG. 8 shows a flowchart for generating a multi-level address for node i. The flowchart illustrates the association between each bit-position in the level-k sub-address to an output port at each of the level-k node within the level-(k+1) node to which node i belongs.

During step 800 variable j is initialized. Next, during step 805 a level-j address is constructed for the sub-network, for instance in accordance with the steps illustrated in FIG. 2. Each output port in a level 1 node in the level j sub-network is mapped in accordance with the steps listed in FIG. 1 during step 810. Then variable j is incremented during step 815. If all of the levels have been exhausted, as determined during step 820, the method terminates. Otherwise, control returns to step 805. It should be noted that similar processing is employed for algorithms outlined in FIGS. 5 and 6 in alternative embodiments of the invention.

Moreover, the algorithms from of FIGS. 1 and 2 and FIGS. 5 and 6 can be combined for processing addresses at different levels in a hierarchical addressing scheme. This is illustrated in FIG. 9 next. FIG. 9, similar to FIG. 8, addition of step 905 during which a decision is made to employ a particular algorithm, such as that outlined in FIG. 2 or FIG. 6. However, the algorithms are not restricted to only these two and other algorithms can be employed in alternative embodiments of the invention for providing self-routing addresses in hierarchical networks. Thus, following initialization during step 900, if algorithm of FIG. 6 is employed, control passes to step 910. During step 910 a level-j address is constructed for the sub-network, for instance in accordance with the steps illustrated in FIG. 6. Each output port in a level 1 node in the level j sub-network is mapped in accordance with the steps listed in FIG. 5 during step 915. Then, variable j is incremented during step 920. If all of the levels have been exhausted, as determined during step 925, the method terminates. Otherwise, control returns to step 905.

If the method of FIG. 2 is employed then control passes from step 905 to step 930. During step 930 a level-j address is constructed for the sub-network, for instance in accordance with the steps illustrated in FIG. 2. Each output port in a level 1 node in the level j sub-network is mapped in accordance with the steps listed in FIG. 1 during step 935. Then, variable j is incremented during step 940. If all of the levels have been
exhausted, as determined during step 925, the method terminates. Otherwise, control returns to step 905.

The routing of a packet targeted to such a self-routing address is illustrated in FIGS. 10 for self-routing addresses generated in accordance with FIGS. 1 and 2. In this context, the notation d(x, j, k) represents the value of the k-th bit in the 3-bit address sub-field of the level-x sub-address. The parameter n(x, j) is the number of bits in the j-th address sub-field of a level-x sub-address. C(x, j) is the value of the j-th bit in a level-x sub-address. The address recognition unit of node j examines packets and performs a bit-wise logic operation starting from level-M sub-address in the packet address header. If the algorithms in FIG. 1 and FIG. 2 are used to generate level-M sub-address, the address recognition unit of node j processes the address sub-field corresponding to the level-M node to which node j belongs.

During step 1000 variable x is initialized to M, the number of levels in the hierarchical network. If the algorithm of FIG. 1 is used to construct the address then control is passed to step 1005 during step 1003. For instance, if the algorithm of FIG. 5 is used then control passes from step 1003 to step 1050. Next, during step 1005, the j-th address sub-field, corresponding to node j, is examined at the x-level. Following initialization of variable k during step 1010, control passes to step 1015. During step 1015 if the bit represented by d(x, j, k) is set then the packet is routed to the output port associated with the k-th bit in the j-th address sub-field of level-x followed by termination of the method.

Alternatively, if the bit represented by d(x, j, k) is not set then variable k is checked against the value for n(x, j) during step 1025. In the event of no match control shifts to step 1030, during which variable k is augmented and control returns to step 1015. However, if a match is determined then the control passes to step 1035. During step 1035 variable x is decremented to a value corresponding to a lower level. In this embodiment the different levels are represented by consecutive integers (not a requirement) so the value of variable k is decremented by 1. If variable x matches a level higher than level 1 during step 1040 then control returns to step 1005. Otherwise, the packet is accepted during step 1045 and the method terminates.

On the other hand if the algorithm of FIG. 5 is employed then control passes from step 1003 to step 1050. If the value of the first bit is 0, the address recognition unit processes the next bit in the sub-address in steps 1050, 1055 and 1060. If the value of the bit is 1, then, during step 1065, if the bit position does not correspond to level-M node to which node j belongs, then control passes to step 1070. During step 1070, the address recognition unit instructs an output module to route the packet to the output port of node j associated with that bit. Then the method terminates. Otherwise control passes to step 1035 during step 1065.

In effect, the steps in FIG. 10 result in the address recognition unit processes the next bit in the address sub-field if it detects the first bit as being not set (the first bit being 0 in this embodiment). On the other hand, if the value of the bit is 1, the address recognition unit instructs the output module to route the packet to the output port of node j associated with that bit. Since at each level only bits in the corresponding sub-field of the address are examined, if all the bits in the address sub-field are 0, the destination level-1 node and node j both belong to the same level-M node. Furthermore, FIG. 10 illustrates processing of self-routing addresses for hierarchical networks in accordance with more than one algorithm for generating such addresses.

If only the algorithms in FIGS. 5 and 6 (and similarly for algorithms depicted in FIGS. 1 and 2) are used to generate level-M sub-address, the address recognition unit performs a bit-wise logic operation on the level-M sub-address as shown in FIG. 11. In other words it should be noted that some embodiments of the invention do not need to detect the particular algorithm used to construct the addresses. This is true if only one set of procedures are employed or, alternatively, if the processing is hardwired at each node as expected for self-routing addresses.

Returning to FIG. 11, During step 1100 variable x is initialized to M, the number of levels as is step 1000 of FIG. 10. If the value of the first bit is 0, the address recognition unit processes the next bit in the sub-address in steps 1105, 1110 and 1115. If the value of the bit is 1, then, during step 1120, if the bit position does not correspond to level-M node to which node j belongs. Then the address recognition unit instructs a output module, during step 1125, to route the packet to the output port of node j associated with that bit. Then the method terminates.

Alternatively, if the bit position corresponding to the level-M node to which node j belongs is 1, the destination level-1 node and node j both belong to the same level-M node. The address recognition unit of node j processes the level-(M-1) sub-address, via step 1130, in the packet address bit by bit. This procedure is iterative, with a node accepting a packet, during step 1140, if the level-1 sub-address, tested during step 1135, indicates that the packet belongs to the node. Otherwise control from step 1135 passes to step 1105.

The above description is illustrated by FIG. 12 in the context of a network organized into three hierarchical levels. In FIG. 12, dots, circles, and rectangles represent nodes at levels 1, 2 and 3 respectively and thin solid lines, dashed lines, and thick solid lines represent connections at levels 1, 2, and 3 respectively. Every level-1 node is part of a level-2 node that, in turn, is part of a level-3 node. From FIG. 12, it is easily seen that the 3 level-1 nodes are organized into 6 level-2 nodes that, in turn, are organized into 3 level-3 nodes. FIG. 12 shows the six level-1 sub-networks, labeled as Ia, Ib, Ic, Ia, IIa, IIb, and IIIc, three level-2 sub-networks, labeled as I, II, and III and one level-3 sub-network that is a combination of the three. For clarity, the topology of the level-2 and level-3 sub-networks is shown with lines of differing thickness and continuity. A sub-network may consist of only one node and there may be multiple connections between two nodes. The numbers in parenthesis are the local labels of the output ports for address construction purpose.

The nodes at levels 2 and 3 are labeled as shown in FIG. 12. The labels used for a level-k node and its content of level-(k-1) sub-network is chosen to be the same for convenience. The hierarchical address of the nodes in the network consists of three parts arranged as [level-3 sub-address][level-2 sub-address][level-1 sub-address]. In the following, we use the algorithms in FIG. 1 and FIG. 2 to construct all three sub-addresses.

In FIG. 12 there is only one set of paths from any level-1 node to each of the level-3 output port. The address sub-fields for level-3 nodes I, II, and III in the level-3 sub-address contain 4, 3, and 3 bits respectively. An example of a level-3 sub-address is [0000 100 010] which indicates that the destination level-1 node belongs to node I. From node III, a packet will be sent to node I through output port (2). From node II, the packet will be sent to node III through output port (1), and then to node I via output port (2) of node III.

The sub-addresses at level-2 and level-1 are constructed similarly. The length of the sub-addresses at the same level varies depending on the number of nodes in that sub-network. From FIG. 12, the level-2 sub-addresses of sub-networks I, II, and III have 10, 0, and 4 bits respectively.
An example of a valid nodal address in the network is [0000 0100 00 0100 00 0101 00] which is an address of node 5 at sub-network 1b. Address 5a in TABLE 2 is used as the level-1 sub-address. The level-2 sub-address contains the routing instruction at sub-network 1 because the destination node belongs to node 1 as indicated in the level-3 sub-address. Another example of a valid address is [1000 00 01 0010 00 0100 01]. It is the address of node 3 at sub-network 1a. The level-2 sub-address is empty because sub-network 1a contains only one node.

According to an aspect of the present invention, a method is provided to shorten the self-routing addresses described in the algorithms in FIGS. 1 and 2. The number of bits is reduced with a slight modification of the self-routing scheme and no increase in hardware complexity. The following is a description of the procedure.

If two bit positions in the address have identical values for all the addresses defined for the nodes of a network, one of the bits can be eliminated. The remaining bit is shared between the two nodes that the two original bits belong. The node with its bit removed will process the remaining bit either first or last in its sub-field depending on whether the other bit is positioned before or after the address sub-field.

If the values of two bits complement each other for all the addresses defined for the network, one of the bits can be eliminated. The remaining bit is shared between the two nodes that the two original bits belong. The node with its bit removed will process the remaining bit either first or last in its sub-field depending on whether the other bit is positioned before or after the address sub-field. The node with its bit removed will use the complement value of the remaining bit.

For instance, if each node in the network shown in FIG. 4 has a unique address as shown in TABLE 5. Columns 5 and 8, columns 7 and 10, and columns 9 and 11 are identical. Columns 2 and 12 are complements of each other. The length of the address is reduced from 12 to 8 bits.

An example of the resulting addresses are given in TABLE 6. In the compressed address format, the bit positions corresponding to the output ports of nodes 1 to 5 in ascending order of the output ports in each node are (1, 2, 3, 4), (5, 6, 7), (5, 8, 7), and (8, 2) respectively, where 2 is the complement of the bit at the 2-nd bit.

**TABLE 5**

<table>
<thead>
<tr>
<th>Address</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1b</td>
<td>00</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>01</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>00</td>
<td>100</td>
<td>100</td>
<td>01</td>
</tr>
<tr>
<td>3</td>
<td>01</td>
<td>10</td>
<td>000</td>
<td>010</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>01</td>
<td>000</td>
<td>000</td>
<td>01</td>
</tr>
<tr>
<td>5b</td>
<td>01</td>
<td>01</td>
<td>001</td>
<td>001</td>
<td>00</td>
</tr>
</tbody>
</table>

**TABLE 6**

<table>
<thead>
<tr>
<th>Address</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1b</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>01</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>00</td>
<td>01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5b</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In another aspect of the invention, reliability deals with the robustness of the routing scheme in the event of link and/or node failures, while scalability is concerned with the increase in the complexity of the scheme when the network size increases. The present invention uses fixed routing and inherits the disadvantages of fixed routing algorithms. However, unlike traditional self-routing schemes, the address of a node need not be unique. Multiple addresses of a node can be defined to encode multiple paths between nodes. For example, one can define two addresses of a node such that the two paths encoded are disjoint. Then if a path from a source node to the destination node fails, the source node can switch to a different path by using the other address. Address selection can also be based on congestion information, link utilization, and the required quality of service. This simplifies traffic engineering and reduces service interruption.

If multiple nodes and links fail such that none of the paths encoded in all the addresses of a destination node is available to a source node, the addresses of the destination node can be recomputed to contain the new routing information. The new addresses will then be broadcasted to all nodes to update their address tables. We note that only the addresses of the nodes, which use the failed nodes and links, need to be modified because the routing information encoded in each address is independent. The network recovery time depends on the time to compute a new address, the propagation delay for the address broadcast, and the update of the address tables. Since an address of a node can be constructed even if only one path to the node exists, the recovery time depends mainly on the propagation delay.

In an aspect of the present invention, the length of the address equals the sum of the number of output ports in all the nodes of the network. In the second aspect of the invention, the length of the address equals the number of addresses defined for the nodes of the network. Therefore, the length of the address increases linearly with the network size. In general, adding a node or a link will require address update and system reconfiguration which will interrupt services. To minimize the disruptions, additional bits can be reserved in the header for assignment to new nodes or links. The extra unassigned bits will not affect the routing scheme. An advantage of this approach is that the existing addresses are still valid for routing packets between nodes when the new addresses with these extra bits assigned are sent to each node. Hence, there is no disruption in service when nodes or links are added. When nodes or links are removed from the network, new addresses will be sent to all the nodes. After the traffic stops using the nodes and links in question, these nodes and links can be safely taken down without affecting service.

We claim:
1. A method for assigning an address to a node in a network having an arbitrary topology, the method comprising:
   - providing a first address to a first node such that the first address includes a description of a path to the first node;
   - establishing a mapping between a plurality of output ports in the network and bits in the first address such that a packet, directed to the first node, at a second node in the network is forwarded via an output port on the second node in the network, in response to a specified bit in the first address having a specified value;
   - determining whether two bit positions in all the addresses of all nodes in said network are identical; and
   - determining whether the values at two bit positions in all the addresses of all nodes in said network are complementary to each other and if so, eliminating one of the bit positions.
2. A method for assigning an address to a node in a network having an arbitrary topology, the method comprising:
assigning a first address to a first node such that the first address includes a description of a path to the first node;
assigning a second address to the first node such that the second address includes a description of another path to the
first node;
establishing a mapping between a plurality of output ports in
the network and bits in the first or second address such
that a packet, directed to the first node, at a second node
in the network is forwarded via an output port on the
second node in the network, in response to a specified bit
in the first or second address having a specified value;
and
associating an output port in a node to an unused bit in a
sub-field corresponding to the node in an address such
that in response to a new address for directing a packet to
a node in the network, the packet is forwarded via the
output port.
3. The method of claim 2, wherein the network comprises
an optical network.
4. The method of claim 2, wherein concurrent bits in the
first address map to output ports on the second node.
5. The method of claim 4, wherein the map comprises a
one-to-one correspondence.
6. The method of claim 4, wherein each of the output ports
on the second node maps to a bit in the concurrent bits in
the first address.
7. The method of claim 2, wherein the first address includes
a description of a path from each node of the network to the
first node.
8. A method of addressing a packet in a network having a
plurality of nodes, a particular node in the plurality of nodes
having at least a first address and a second address, and
furthermore, the packet having a plurality of fields including
an address header, the method comprising:
mapping each address into a distinct bit in the address
header in the packet such that a particular address header
corresponds to one and only one address;
configuring, at each node in the network, an output port
such that in response to a bit in the address header in the
packet having a desired value, the packet is forwarded
via the output port;
selecting the desired value for the bit in the address header
such that the packet is directed to a node associated with
an address corresponding to the packet header, wherein
the first address includes a description of a path to the
particular node, and wherein the second address
includes a description of another path to the particular
node;
adding a new address to the network, the new address
associated with a second node;
mapping the new address into an unused bit in a new
address header in a new packet such that the new address
header corresponds to the new address; and
configuring, at each node in the network, a second output
port such that in response to the unused bit in the address
header in the packet having a desired value, the new
packet is forwarded via the second output port whereby
the new packet is directed to the second node.
optical packet-switched hierarchical network having an arbi-
trary topology, a plurality of nodes and organized into at least
two levels, each node at a higher level comprising at least one
lower-level-node, and each lower-level-node comprising a
plurality of output ports, the method comprising:
determining whether a set of paths from all other nodes of
said network to a particular node can be stored in an
address for the particular node;
identifying, in response to an affirmative determination,
each output port at each lower-level-node of said net-
work by a bit position in at least one of the plurality of
levels of said addresses;
generating a first multi-level address and a second multi-
level address for at least one node of said network,
wherein said first multi-level address includes a descrip-
tion of a path to said at least one node, wherein said
second multi-level address includes a description of
another path to said at least one node, wherein each
address comprises a plurality of sub-addresses, wherein
each of said sub-addresses is associated with one of the
levels of said multi-level network, wherein a sub-ad-
dress at each level specifies the routing information
among a subset of nodes at the level; and
shortening a self-routing address of a node in response to
determining that more than two or more bits in a plural-
ity of self-routing addresses are identical.