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Abstract—Image-based rendering (IBR) is an emerging and promising technology for photo-realistic rendering of scenes and objects from a collection of densely sampled images and videos. This paper proposes an image-based approach to the rendering and multi-view display of ancient Chinese artifacts for cultural heritage preservation. A multiple-camera circular array was constructed to record images of the artifacts. Novel techniques for segmenting and rendering new views of the artifacts from the sampled images are developed. The multiple views so synthesized enable the ancient artifacts to be displayed in modern multi-view displays and conventional stereo systems. Several collections from the University Museum and Art Gallery at the University of Hong Kong are captured and excellent rendering results are obtained.

I. INTRODUCTION

Image-based rendering/representation (IBR) [1-12,14,17] is an emerging and promising technology for rendering new views of scenes from a collection of densely sampled images or videos. It has potential applications in virtual reality, immersive, advanced visualization and 3D television systems. There has been considerable progress in these areas since the pioneer work of lumigraph [2] and lightfield [3]. Other important IBR representations include the 2D panorama [5], plenoptic modeling [4], the 3D concentric mosaics [7], ray-space representation [8], etc. Motivated by lightfields and lumigraphs, the authors have developed a real-time system for capturing and rendering a simplified dynamic lightfield called the “plenoptic videos (PVs)” [11,12] where videos are taken along line segments instead of a 2D plane to simplify the capturing hardware for dynamic scenes. Please refer to [14,17] for a recent tutorial to the signal processing aspects of IBR.

While there has been considerable progress recently in the capturing, storage and compression of IBR, it is somewhat difficult to fully explore the exceptional experience offered by image-based rendering, since conventional TV displays can only display a single rather than multiple views. With the advance of technology, multi-view displays are becoming available [18] and their costs have been reducing dramatically. It is predicted that 3D or multi-view TVs will be another wave after high-definition TVs. This breakthrough motivates us to study in this paper the important problem of cultural heritage preservation and dissemination of ancient Chinese artifacts using the image-based approach.

Pioneer projects in cultural heritage preservation of large scale structure and sculptures includes the Digital Michelangelo Project [19], the 3D facial reconstruction and visualization of ancient Egyptian mummies [20], the great Buddha Project [21], to name just a few. To avoid possible damages to the artifacts and speed up the capturing process, we propose to employ the image-based approach instead of using 3D laser scanners. A circular array consisting of multiple digital still cameras (DSCs) was therefore constructed in this work. Using this circular camera array, we developed novel techniques for rendering new views of the artifacts from the images captured using the object-based approach [12]. The multiple views so synthesized enable the ancient artifacts to be displayed in modern multi-view displays. A number of ancient Chinese artifacts from the University Museum and Art Gallery at the University of Hong Kong were captured and excellent rendering results are obtained.

In summary, the main contributions of this paper are: 1) the development of a systematic image-based approach and associate algorithms for rendering and display of ancient Chinese artifacts on ordinary as well as modern multi-view TVs and 2) the construction of a multi-camera array to demonstrate the excellent quality of the proposed approach. We wish the present work can serve as a framework for rendering and multi-view display of ancient artifacts so as to facilitate the preservation and dissemination of cultural artifacts using image-based technology. The organization of the paper is as follows: in Section II, the principle of the proposed system is briefly reviewed. The system construction, depth estimation and rendering algorithms are described in Section III. Experimental results are presented in Section IV and finally conclusions are drawn in Section V.

II. THE PROPOSED OBJECT-BASED APPROACH

Central to IBR is the plenoptic function [1], which describes all the radiant energy that can be perceived by the observer at any point in space and time. The plenoptic function is an 7-dimensional function of the viewing position, the azimuth and elevation angle, time, and wavelengths. Traditional images and videos are 2D and 3D special cases of the plenoptic function. Depending on the functionality required, there is a spectrum of image-based representations. They differ from each other in the amount of geometry
information being used. At one end of the spectrum, like traditional texture mapping in computer graphics, we have very accurate geometric models of the objects in the scenes, but only a few images are required to generate the textures. At the other extreme, light-field or lumigraph [4] rendering relies on dense sampling [4] and very little geometry information such as depth maps for rendering. An important advantage of the latter is its superior image quality and simplicity, compared with 3D model building for complicated real world scenes. Thus, lumigraph or lightfield based representations are ideal for rendering new views, whereas representations with more geometry information are required for more sophisticated operations such as relighting [10].

In this paper, we shall employ the pop-up lightfield [10] or object-based plenoptic videos [12] to synthesize new views of the artifacts. In pop-up lightfields and plenoptic videos, images or videos at cameras located along multiple linear arrays are captured in order to render intermediate or novel views of the scene at other positions. In [12], two linear arrays were used and each array contains 6 JVC DR-DVP9ah video cameras. More arrays can be connected together to form longer segments. To reduce rendering artifacts, the objects are extracted using semi-automatic segmentation and tracking techniques [12]. The operations are illustrated in Fig. 1. From the segmented objects, approximate depth information for each IBR object can be estimated to render new views at different viewpoints. An important advantage of the object-based approach is that natural matting can be adopted to improve the rendering quality when mixing IBR objects on other backgrounds.

Figure 2 shows the circular camera array that we have constructed. It consists of 13 canon 450D digital still cameras with an angular spacing of 3 degrees and a radius of 3 meters. The whole array is supported on a tripod for ease of transportation. Before the cameras can be used for depth estimation and 3D reconstruction, they must be calibrated to determine the intrinsic parameters as well as their extrinsic parameters, i.e. their relative positions and poses. This can be accomplished by using a sufficient large checkerboard calibration pattern. We follow the plane-based calibration method to determine the projective matrix of each camera, which connects the world coordinate and the image coordinate. The projection matrix of a camera allows a 3D point in the world coordinate be translated back to the corresponding 2D coordinate in the image captured by that camera.

A. SEGMENTATION

After preprocessing of the captured images to account for differences in color response etc of the cameras, the object is segmented to facilitate rendering. In the plenoptic video systems that we have developed in [12], an initial segmentation of the object is obtained by the semi-automatic segmentation technique Lazy snapping [13]. This serves as a prior information for level set methods [15,16] to extract the objects in other images. In this work, we employ the photometric invariant features [25] to extract the foreground from the monochromatic screen background. More precisely, the color tensor describes the local orientation of color vector $f(x,y)$ as: $T(x,y) = \begin{bmatrix} f_x^1 & f_y^1 & f_z^1 \\ f_x^2 & f_y^2 & f_z^2 \\ f_x^3 & f_y^3 & f_z^3 \end{bmatrix}$, where $f(x,y)$ is a vector which contains the RGB values at position $(x,y)$ and the subscripts $x$ and $y$ in $f_x(x,y)$ and $f_y(x,y)$ denote respectively the derivative of $f(x,y)$ with respect to $x$ and $y$, the image coordinates. According to [25], the RGB vector $[R,G,B]^T$ can be seen as a weighted sum of two component vectors: $(R,B,G) = (m_i, c_b, m_i)$ where $c_b$ is the color vector of the body reflectance, $c_i$ is the color vector of the interface reflectance (i.e. specularities or highlights), $m_b$ and $m_i$ are the reflection coefficients of the body and interface, and $c_i$ is the color vector of the interface reflectance (i.e. specularities or highlights), $m_b$ and $m_i$ are the reflection coefficients of the body and interface.
Thus \( \mathbf{R, B, G}^i = e_m(c_i) + (e, m, e(m_i))c_i + (e(m_i))c_i + e_m_c_i \)
which suggests that the spatial derivative is a sum of three weighted vectors, successively caused by body reflectance, shading-shadow and specular changes. For matte surfaces, the intensity of interface reflectance is zero (i.e. \( m=0 \)) and the projection of the spatial derivative \( \mathbf{f} \) on the shadow-shading axis is the shadow-shading variant containing all energy which can be explained by changes due to shadow and shading. The shadow-shading axis direction is \( \mathbf{c_i} \) which is parallel to \( \mathbf{f} = e_m \mathbf{c_i} \) for matte surfaces. So the projection \( s_i \) of the spatial derivative \( \mathbf{f} \) on the shadow-shading axis is
\[
\begin{align*}
\mathbf{s_i} &= \frac{\mathbf{f} \cdot \mathbf{c_i}}{||\mathbf{f}||} \cdot \mathbf{f} / ||\mathbf{f}||.
\end{align*}
\]
Subtraction of the shadow-shading variant \( s_i \) from the total derivative \( \mathbf{f} \) results in the shadow-shading quasi-invariant \( s_2 = \mathbf{f} - s_1 \). In summary, the derivative of the color tensor can be separated into shadow-shading variant part \( s \) and shadow-shading invariant part \( s_2 \).

The shadow-shading invariant part does not contain the derivative energy caused by shadows and shading. To construct a shadow-shading-specular quasi-invariant, this part is combined with the hue direction, which is perpendicular to the light source direction \( \mathbf{c_i} \) and the shadow and shading direction \( \mathbf{c_0} \). Therefore the hue direction is
\[
\mathbf{h} = (\mathbf{c_i} \times \mathbf{c_0}) / ||\mathbf{c_i} \times \mathbf{c_0}||.
\]
The projection of the derivative on the hue direction is the desired shadow-shading-specular quasi-invariant part:
\[
\begin{align*}
\mathbf{H} &= (\mathbf{f} \times \mathbf{h} / ||\mathbf{h}||) \cdot \mathbf{h} / ||\mathbf{h}||.
\end{align*}
\]
By replacing \( \mathbf{f} \) in the color tensor equation
\[
\mathbf{T}(x,y) = \begin{bmatrix}
\mathbf{f_x, f_y, f_z, f_{xy}, f_{xz}, f_{yz}}
\end{bmatrix}
\]
as \( s_2 \) or \( \mathbf{H} \), we can get the shadow-shading-specular-quasi-invariant color tensor and the shadow-shading invariant color tensor respectively. By setting a suitable threshold value for the color tensor, we can detect the boundary of the object. Figure 3 shows some segmentation results that were obtained using the color tensor method, followed by Bayesian matting for extracting a foreground from the background. After segmentation, the hard boundary of the object will be obtained (see Figure 3(a)). Matting can then be applied to obtain a soft segmentation information, called the matte, of the object (see Figure 3(b)). The matte, which is an image containing the portion of foreground with respect to the background (from 0 to 1) at a particular location, greatly improves the visual quality of mixing the objects onto other backgrounds.

**B. DEPTH ESTIMATION AND RENDERING**

Stereo matching, which infers 3D scene geometry from two images, is an active research area in computer vision. It can be used to improve the rendering quality when synthesizing intermediate views in our image-based rendering system. Recently, Scharstein and Szeliski [23] gave an extensive survey on stereo algorithms and provided an online evaluation based on Middlebury Stereo Evaluation (MSE) data set [24]. Since then, many new and novel approaches to stereo matching algorithms were developed and evaluated online with MSE data set. Global optimization techniques like Graph Cut (GC) [27], Belief Propagation (BP) [22] and Tensor Voting are widely used in top rank methods. In computing the depth maps, we used the squared intensity differences as cost function, and aggregated the cost in a square window weighted by color similarity and geometric proximity as in Yoon’s [26] method. Disparity map is first estimated by pyramid Lucas-Kanade (LK) feature tracking algorithm, which minimizes the cost/energy by least-square method. Instead of defining smoothness term in the energy function, the disparity map is anisotropic diffused after LK method. Finally, a symmetric stereo model is introduced for occlusion detection and optimized with Belief-Propagation (BP). Once the alpha and depth maps have been estimated, virtual views can be synthesized. Possible holes are filled by inpainting.

**IV. EXPERIMENTAL RESULTS**

Using the circular camera array that we constructed in Fig. 2, we have captured 10 ancient Chinese artifacts from the University Museum and Art Gallery at the University of Hong Kong. Fig. 4 shows several examples of the artifacts captured, their segmented outputs, depth maps, and example renderings. The artifacts are also displayed in a Newsight multiview TV which can display 9 views at a time. Using a Graphic processing unit (GPU) running on a NVIDIA GTX260+ graphic card, the rendering and display filtering algorithms are accelerated and interactive rendering at a speed of 2 frames
per second are obtained. Figure 4 shows the segmented images, depth maps and typical renderings with another background of example ancient Chinese Artifacts.

Fig. 4. Left: Typical depth maps of the artifacts computed; right: example renderings on another background.

V. CONCLUSION

An image-based approach to the rendering of ancient Chinese artifacts for cultural heritage preservation is presented. A 13-camera circular array was constructed and novel rendering algorithms were developed to synthesize virtual views of the artifacts from a set of densely sampled images. The artifacts were displayed in a Newsight multi-view TVs interactively with the help of GPU acceleration and excellent rendering results are obtained.
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