<table>
<thead>
<tr>
<th>Title</th>
<th>Maximum mutual information design for amplify-and-forward multi-hop MIMO relaying systems under channel uncertainties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Xing, C; Fei, Z; Ma, S; Kuang, J; Wu, YC</td>
</tr>
<tr>
<td>Issued Date</td>
<td>2012</td>
</tr>
<tr>
<td>URL</td>
<td><a href="http://hdl.handle.net/10722/165232">http://hdl.handle.net/10722/165232</a></td>
</tr>
<tr>
<td>Rights</td>
<td>IEEE Wireless Communications and Networking Conference Proceedings. Copyright © IEEE Communications Society.; ©2012 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.; This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.</td>
</tr>
</tbody>
</table>
Maximum Mutual Information Design for Amplify-and-Forward Multi-Hop MIMO Relaying Systems under Channel Uncertainties

Chengwen Xing†, Zesong Fei†, Shaodan Ma‡, Jingming Kuang†, and Yik-Chung Wu‡
†School of Information and Electronics, Beijing Institute of Technology, Beijing, China
Email: xingchengwen@gmail.com {zesongfei, jmkuang}@bit.edu.cn
‡ Department of Electrical and Computer Engineering, University of Macau, Macau
Email: shaodanma@umac.mo
† Department of Electrical and Electronic Engineering, The University of Hong Kong, Hong Kong
Email: ycwu@eee.hku.hk

Abstract—In this paper, we investigate maximum mutual information design for multi-hop amplify-and-forward (AF) multiple-input multiple-out (MIMO) relaying systems with imperfect channel state information, i.e., Gaussian distributed channel estimation errors. The robust design is formulated as a matrix-variate optimization problem. Exploiting the elegant properties of Majorization theory and matrix-variate functions, the optimal structures of the forwarding matrices at the relays and precoding matrix at the source are derived. Based on the derived structures, a water-filling solution is proposed to solve the remaining unknown variables.

I. INTRODUCTION

It is well-established that the deployment of relays can enhance the coverage of base station and improve the quality of wireless links [1]. With these benefits, cooperative communication has been adopted as a standard transmission technique in the future wireless standards such as LTE-A, etc. Specifically, amplify-and-forward (AF) multiple-input multiple-out (MIMO) relaying technology has received a lot of attention of academic and industrial researchers [2]–[4].

Transceiver design for AF MIMO relaying systems, of great importance for system performance, is widely studied [2]–[5]. There are various design criteria with different goals. The most commonly used criteria are capacity maximization [2], [4] and data mean-square-error (MSE) minimization [3], [4]. In most of the previous works, channel state information (CSI) is assumed to be perfectly known. In practice, channel estimation errors are inevitable because of limited length of training sequences. To mitigate the negative effect of channel estimation errors, robust designs are necessary for practical applications.

For linear channel estimators, the estimation errors can be shown to be random with Gaussian distribution [6]. Recently, Bayesian robust transceiver design minimizing weighted MSE for dual-hop AF relaying systems under Gaussian channel estimation errors has been reported in [6], [7]. On the other hand, information rate maximization for dual-hop AF relaying systems with imperfect channel state information (CSI) has been addressed in [8].

In this paper, we take a further step. Maximization of mutual information for multi-hop AF MIMO relaying systems is investigated. Taking the Gaussian distributed channel errors into account and based on Bayesian philosophy, the robust design is formulated into a a matrix-variate optimization problem. Using majorization theory and the elegant properties of matrix-monotone functions, the optimal structures of the precoder at source, multiple forwarding matrices at the relays are derived first. Then a water-filling solution is given for the remaining unknown variables.

The following notations are used throughout this paper. Boldface lowercase letters denote vectors, while boldface uppercase letters denote matrices. The notation \( Z^H \) denotes the Hermitian of the matrix \( Z \), and \( \text{Tr}(Z) \) is the trace of the matrix \( Z \). The symbol \( I_M \) denotes the \( M \times M \) identity matrix. The notation \( Z^{1/2} \) is the Hermitian square root of the positive semidefinite matrix \( Z \), such that \( Z^{1/2}Z^{1/2} = Z \) and \( Z^{1/2} \) is also a Hermitian matrix. For two Hermitian matrices, \( C \succeq D \) means that \( C - D \) is a positive semi-definite matrix.

II. SYSTEM MODEL

In this paper, a multi-hop AF MIMO relaying system is considered. There is one source with \( N_1 \) antennas, one destination with \( M_K \) antennas and \( K - 1 \) relays. The \( k^{th} \) relay is equipped with \( M_k \) receive antennas and \( N_{k+1} \) transmit antennas. At the source, a \( N \times 1 \) data vector \( s \) with covariance matrix \( R_s = E\{ss^H\} = I_N \) is transmitted through a precoder matrix \( P_1 \). The received signal \( x_1 \) at the first relay is \( x_1 = H_1 P_1 s + n_1 \), where \( H_1 \) is the MIMO channel matrix between the source and the first relay, and \( n_1 \) is the additive Gaussian noise vector at the first relay with zero mean and covariance matrix \( R_{n_1} = \sigma^2_n I_{M_1} \).

At the first relay, the received signal \( x_1 \) is first multiplied by a forwarding matrix \( P_2 \) and then the resultant signal is
transmitted to the second relay. The received signal \( x_2 \) at the second relay is given by

\[
x_2 = H_2P_2x_1 + n_2 = H_2P_2H_1P_1s + H_2P_2n_1 + n_2 , \tag{1}
\]

where \( H_2 \) is the MIMO channel matrix between the first relay and the second relay, and \( n_2 \) is the additive Gaussian noise vector at the second relay with zero mean and covariance matrix \( R_{n_2} = \sigma_n^2 I_{M_2} \). Similarly, the received signal at the \( k \)-th relay can be written as

\[
x_k = H_kP_kx_{k-1} + n_k \tag{2}
\]

where \( H_k \) is the channel for the \( k \)-th hop, and \( n_k \) is the additive Gaussian noise with zero mean and covariance matrix \( R_{n_k} = \sigma_n^2 I_{M_k} \).

Finally, for a \( K \)-hop AF MIMO relaying system, the received signal at the destination is

\[
y = \left[ \prod_{k=1}^{K} H_kP_k \right] s + \sum_{k=1}^{K-1} \left\{ \left[ \prod_{j=k+1}^{K} H_jP_j \right] n_k \right\} + n_K , \tag{3}
\]

where \( \prod_{k=1}^{K} Z_k \) denotes \( Z_K \times \cdots \times Z_1 \). In order to guarantee the transmitted data \( s \) can be recovered at the destination, it is assumed that \( N_k \) and \( M_k \) are greater than or equal to \( N \) \([7]\).

In practical systems, because of limited length of training sequences, channel estimation errors are inevitable \([12]\). With channel estimation errors, we can write

\[
H_k = \bar{H}_k + \Delta H_k , \tag{4}
\]

where \( \bar{H}_k \) is the estimated channel in the \( k \)-th hop and \( \Delta H_k \) is the corresponding channel estimation error whose elements are zero mean Gaussian random variables. Moreover, the \( M_k \times N_k \) matrix \( \Delta H_k \) can be decomposed using the widely used Kronecker model \( \Delta H_k = \Sigma_k^{1/2} H_{W,k}\Psi_k^{1/2} \) \([6],[7],[9],[10]\). The elements of the \( M_k \times N_k \) matrix \( H_{W,k} \) are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and unit variance. The specific formulas of the row correlation matrix \( \Sigma_k \) and the column correlation matrix \( \Psi_k \) are determined by the training sequences and channel estimators being used \([6]\).

At the destination, a linear equalizer \( G \) is employed to detect the desired data vector \( s \). The resulting data MSE matrix equals to \( \Phi(G) = \mathbb{E}\{(Gy - s)(Gy - s)^H\} \), where the expectation is taken with respect to random data, channel estimation errors, and noise. Following a similar derivation in dual-hop systems \([7]\), the MSE matrix is derived to be

\[
\Phi(G) = \mathbb{E}\{(Gy - s)(Gy - s)^H\} = G \bar{H}_K P_K R_{x_{K-1}} \bar{H}_K^H G + \text{Tr}(P_K R_{x_{K-1}} P_K^H \Psi_K) \Sigma_K + R_{n_K} G^H + I_N - \left[ \prod_{k=1}^{K} \bar{H}_k P_k \right]^H G^H - G \left[ \prod_{k=1}^{K} \bar{H}_k P_k \right] , \tag{5}
\]

where the received signal covariance matrix \( R_{x_k} \) at the \( k \)-th hop satisfies the following recursive formula

\[
R_{x_k} = \bar{H}_k P_k R_{x_{k-1}} \bar{H}_k^H + \text{Tr}(P_k R_{x_{k-1}} P_k^H \Psi_k) \Sigma_k + R_{n_k} , \tag{6}
\]

and \( R_{x_0} = R_s = I_N \) represents the signal covariance matrix at the source.

### III. Problem Formulation

Maximizing mutual information is one of the most important and widely used performance metric for transceiver design. Denoting the received pilot for the channel estimation as \( r \), the channel capacity between the source and destination is \( I(s;y|r) \) \([13]\). Unfortunately to the best of our knowledge, the exact capacity of MIMO channels with channel estimation errors is still open even for point-to-point MIMO systems \([10],[13]\). To proceed, a lower bound of capacity is usually exploited \([8]\)

\[
-\log(\Phi(G)) \leq I(s;y|r) , \tag{7}
\]

where the equality holds when the CSI is perfectly known \([2],[11]\). For imperfect CSI, the tightness of this bound is extensively investigated in \([10],[13]\). Based on this lower bound, the robust transceiver design maximizing mutual information can be replaced by minimizing the following objective function \([10]\)

\[
\min_{P_{s,G}} \log(\Phi(G)) \quad \text{s.t.} \quad \text{Tr}(P_k R_{x_{k-1}} P_k^H) \leq P_k , \quad k = 1, \cdots , K \tag{8}
\]

where the objective function \( \log(\Phi(G)) \) is a real-valued matrix-variate function with \( \Phi(G) \) as its argument. Furthermore, \( \log(\Phi(G)) \) is a matrix-monotone increasing function \([14]\).

For (8), there is no constraint on the equalizer \( G \). We can differentiate the trace of (5) with respect to \( G \) and obtain the LMMSE equalizer

\[
G_{\text{LMMSE}} = \left[ \prod_{k=1}^{K} \bar{H}_k P_k \right]^H \bar{H}_K P_K R_{x_{K-1}} \bar{H}_K^H + \text{Tr}(P_K R_{x_{K-1}} P_K^H \Psi_K) \Sigma_K + R_{n_K}^{-1} , \tag{9}
\]

with the following property

\[
\Phi(G_{\text{LMMSE}}) \leq \Phi(G) . \tag{10}
\]

Because \( \log(\Phi(G)) \) is a matrix-monotone increasing function, (10) implies that \( G_{\text{LMMSE}} \) minimizes the objective function in (8). Substituting the optimal equalizer of (9) into \( \Phi(G) \) in (5), \( \Phi(G) \) equals to

\[
\Phi_{\text{MSE}} = I_N - \left[ \prod_{k=1}^{K} \bar{H}_k P_k \right]^H \bar{H}_K P_K R_{x_{K-1}} \bar{H}_K^H + \text{Tr}(P_K R_{x_{K-1}} P_K^H \Psi_K) \Sigma_K + R_{n_K}^{-1} \left[ \prod_{k=1}^{K} \bar{H}_k P_k \right] . \tag{11}
\]
For multi-hop AF MIMO relaying systems, the received signal at the $k$th hop depends on the forwarding matrices at all preceding relays, making the power allocations at different relays couples with each other (as seen in the constraints of (8)), and thus the problem (8) difficult to solve. In order to simplify the problem, we define the following new variable in terms of $P_k$:

$$
F_k = P_k K_{F_k}^{1/2} (K_{F_{k-1}}^{1/2} H_{k-1} F_{k-1} H_{k-1}^H K_{F_{k-1}}^{1/2} + I_{M_{k-1}})^{1/2},
$$

where $K_{F_k} = \text{Tr}(F_k F_k^H \Psi_k) \Sigma_k + \sigma^2_{\text{noise}} I_{M_k}$. Notice that $F_1 = P_1$. With the new variable, the MSE matrix $\Phi_{\text{MSE}}$ is reformulated as

$$
\Phi_{\text{MSE}} = I_N - \left[ \prod_{k=1}^{K} \Pi_k^{-1/2} K_{F_k}^{-1/2} H_k F_k \right]^H
\times \left[ \prod_{k=1}^{K} \Pi_k^{-1/2} K_{F_k}^{-1/2} H_k F_k \right] \triangleq \Pi_{k-1}
$$

$$
= I_N - A_1^H \cdots A_K^H A_K \cdots A_1.
$$

Meanwhile, with the new variables $F_k$, the corresponding power constraint in the $k$th hop can now be rewritten as

$$
\text{Tr}(F_k F_k^H) \leq P_k.
$$

It is obvious that with the new variables $F_k$, the constraints become independent of each other. Putting (13) and (14) into (8), the transceiver design problem can be reformulated as

$$
P_1: \min_{F_k, Q_k} \log |I_N - \Theta|
$$

s.t. $\begin{align*}
\Theta &= A_1^H \cdots A_K^H A_K \cdots A_1, \\
\text{Tr}(F_k F_k^H) &\leq P_k, \quad k = 1, \ldots, K.
\end{align*}
$$

From the definition of $A_k$ in (13) and noticing that $K_{F_k} = \text{Tr}(F_k F_k^H \Psi_k) \Sigma_k + \sigma^2_{\text{noise}} I_{M_k}$, it can be seen that $F_k$ appears at multiple positions in the objective function. Therefore, the optimization problem is much more complicated than the counterpart with perfect CSI. Indeed, as demonstrated by existing works, robust transceiver design for point-to-point or dual-hop relaying MIMO systems is much more complicated and challenging than its counterpart with perfect CSI [6], [9], [10].

IV. OPTIMAL STRUCTURE OF ROBUST TRANSCEIVER

The objective function of (15) can be directly replaced by a function of $\lambda(\Theta) = [\lambda_1(\Theta), \ldots, \lambda_N(\Theta)]^T$, where the symbol $\lambda_i(Z)$ represents the $i$th largest eigenvalue of $Z$. Thus the optimization problem becomes

$$
P_2: \min_{F_k} \left\{ g[\lambda(\Theta)] = \sum_{i=1}^{N} \log(1 - \lambda_i(\Theta)) \right\}
$$

s.t. $\begin{align*}
\Theta &= A_1^H \cdots A_K^H A_K \cdots A_1, \\
\text{Tr}(F_k F_k^H) &\leq P_k.
\end{align*}
$$

where $A_k$'s are defined in (13). In order to further simplify the optimization problem, we make use of the following two additional properties.

Property 1: As $g(\bullet)$ is a decreasing and Schur-concave function, the objective function in $P_2$ satisfies

$$
g(\lambda(\Theta)) \geq g(\{\gamma_1(\Theta) \cdots \gamma_N(\Theta)\})^T
$$

with $\gamma_i(\Theta) = \lambda_i(A_K^H A_K) \lambda_i(A_{K-1}^H A_{K-1}) \cdots \lambda_i(A_1^H A_1)$, (18)

where the equality in (17) holds when the neighboring $A_k$'s satisfy

$$
V A_k = U A_{k-1}, \quad k = 2, \ldots, K.
$$

In (19), unitary matrices $U A_k$ and $V A_k$ are defined based on the singular value decomposition (SVD) $A_k = U A_k V A_k$. $A_k$ is unitary-invariant.

Proof: See Appendix A. ■

Notice that the achievement of equality in Property 1 does not affect the constraints in $P_1$, as in (19) in Property 1 only needs to introduce several unitary matrices from $F_k$'s while the constraints of $F_k$'s in $P_1$ are unitary-invariant.

As $g(\bullet)$ is a monotonically decreasing function with respect to its vector argument, the optimal solutions of the optimization problem $P_2$ always occur on the boundary $\text{Tr}(F_k F_k^H) = P_k$ [7]. Notice that this coincides with intuition, but intuition cannot be used as theoretical basis. Everything should be carefully proved.

Property 2: Defining

$$
\eta_{f_k} = \text{Tr}(F_k F_k^H \Psi_k) \alpha_k + \sigma^2_{\text{noise}},
$$

with $\alpha_k = \text{Tr}(\Sigma_k)/M_k$ which is a constant, $\text{Tr}(F_k F_k^H) = P_k$ is equivalent to

$$
\text{Tr}(F_k F_k^H (\alpha_k P_k \Psi_k + \sigma^2_{\text{noise}} I_{M_k})) / \eta_{f_k} = P_k.
$$

Proof: See Appendix B. ■

Based on Properties 1 and 2, the optimal solution of the optimization problem (16) is exactly the optimal solution of the following new optimization problem with different constraints

$$
P_3: \min_{F_k} \left\{ g[\gamma(\Theta)] \right\}
$$

s.t. $\begin{align*}
\text{Tr}(F_k F_k^H (\alpha_k P_k \Psi_k + \sigma^2_{\text{noise}} I_{M_k})) / \eta_{f_k} &= P_k, \\
\Theta &= A_1^H \cdots A_K^H A_K \cdots A_1, \\
V A_k &= U A_{k-1}, \quad k = 2, \ldots, K.
\end{align*}$

(22)

Noticing that $g(\bullet)$ is a monotonically decreasing function, solving $P_3$ gives the following structure for the optimal solution.
Defining unitary matrices $U_{\mathcal{H}_k}$ and $V_{\mathcal{H}_k}$ based on the following SVD

$$(K_{P_k}/\eta)_{\alpha}^{-1/2}H_k(\alpha P_k \Psi_k + \sigma_{n_k} I_{N_k})_{\alpha}^{-1/2} = U_{\mathcal{H}_k} \Lambda_{\mathcal{H}_k} V_{\mathcal{H}_k}^H$$

with $\Lambda_{\mathcal{H}_k}$ and $U_{\mathcal{H}_k} = U_{\text{Arb}}$, (23)

when $\Psi_k \propto I$ or $\Sigma_k \propto I$, the optimal solutions of the optimization problem (22) have the following structure

$$F_{k,\text{opt}} = \sqrt{\xi_k(\Lambda_{\mathcal{F}_k})} (\alpha P_k \Psi_k + \sigma_{n_k} I_{N_k})_{\alpha}^{-1/2}V_{\mathcal{H}_k,N} \Lambda_{\mathcal{F}_k}$$

$x U_{\mathcal{H}_{k-1},N}$, (24)

where $V_{\mathcal{H}_k,N}$ and $U_{\mathcal{H}_k,N}$ are the matrices consisting of the first $N$ columns of $V_{\mathcal{H}_k}$ and $U_{\mathcal{H}_k}$, respectively, $U_{\text{Arb}}$ is an arbitrary $N \times N$ unitary matrix and $\Lambda_{\mathcal{F}_k}$ is an $N \times N$ unitary diagonal matrix. The scalar $\xi_k(\Lambda_{\mathcal{F}_k})$ is a function of $\Lambda_{\mathcal{F}_k}$ and equals to

$$\xi_k(\Lambda_{\mathcal{F}_k}) = \sigma_{n_k}^2 (1 - \alpha \mu_2 \text{Tr} [V_{\mathcal{H}_k,N}^2 (\alpha P_k \Psi_k + \sigma_{n_k} I_{N_k})_{\alpha}^{-1/2} \times \Psi_k (\alpha P_k \Psi_k + \sigma_{n_k} I_{N_k})_{\alpha}^{-1/2}V_{\mathcal{H}_k,N}^2 \Lambda_{\mathcal{F}_k}^2]) = \eta_{f_k}.$$

Proof: See Appendix C. ■

In the optimal structure given by (24), the scalar variable $\xi_k(\Lambda_{\mathcal{F}_k})$ is only a function of the matrix $\Lambda_{\mathcal{F}_k}$ and therefore the only unknown variable in (24) is $\Lambda_{\mathcal{F}_k}$. The remaining unknown diagonal elements of $\Lambda_{\mathcal{F}_k}$ can be obtained by water-filling alike solution as discussed in the next section.

Remark:
(a) From Conclusion 1, it can be seen that with channel estimation errors, the optimal transceiver structure is totally different from its counterpart with perfect CSI [5]. The results given in [5] cannot be transferred to our proposed solution. Even for point-to-point MIMO systems, the robust transceiver design with column correlations is derived lately based on a complicated discussion from KKT conditions [10].
(b) We also want to highlight that the design with perfect CSI is a special case of the proposed robust design. With perfect CSI, the main difference between our work and the pioneering works [4], [5] is that we do not need a common rank constraint on the all transceiver matrices, which is a prior condition of the proofs in [4], [5].
(c) The formulation of the optimization problem P 1 reveals the relationship between AF MIMO relaying systems and traditional point-to-point MIMO systems. It is obvious that a point-to-point MIMO system is a special case of the considered AF MIMO relaying system.
(d) The formulations given by this paper can be directly extended to multi-user cases by changing the transceiver matrices into block diagonal matrices.

\section{V. Computations of $\Lambda_{\mathcal{F}_k}$}

Based on the optimal structure given by Conclusion 1, the optimization problem (22) can be written as

\begin{equation}
\begin{aligned}
\min_{f_{k,i}} & \sum_{i=1}^{N} \log \left( 1 - \frac{\prod_{k=1}^{K} f_{k,i}^2 h_{k,i}^2}{\prod_{k=1}^{K} (f_{k,i}^2 h_{k,i}^2 + 1)} \right) \\
\text{s.t.} & \sum_{i=1}^{N} f_{k,i}^2 = P_k.
\end{aligned}
\end{equation}

Because this optimization problem is nonconvex, there is no closed-form solution [15] and therefore an iterative water-filling algorithm can be used to solve for $f_{k,i}$ with convergence guaranteed. More specifically, when $f_{l,i}$’s are fixed with $l \neq k$, $f_{k,i}$ is computed as

$$f_{k,i}^2 = \frac{1}{h_{k,i}^2} \left( -a_{k,i} + \frac{4(1 - a_{k,i}) a_{k,i} h_{k,i}^2 h_{k,i}^2}{2(a_{k,i})} \right)$$

with $a_{k,i} = \prod_{l \neq k} f_{l,i}^2 h_{l,i}^2 / (f_{l,i}^2 h_{l,i}^2 + 1)$.

\section{VI. Simulation Results and Discussions}

For the purpose of comparison, the algorithms based on the estimated channel only (without taking the channel estimation errors into account) are also simulated. In the following, we consider a three-hop AF MIMO relaying system where all nodes are equipped with 4 antennas. Furthermore, the estimation error correlation matrices are chosen as the popular exponential model [7] i.e., $[\Psi_k]_{i,j} = \sigma_{\bar{H}}^2 \alpha^{i-j}$ and $[\Sigma_k]_{i,j} = \beta^{i-j}$, are chosen based on the popular exponential model [7], [9], and $\sigma_{\bar{H}}^2$ denotes the estimation error variance. The estimated channels $\bar{H}_k$’s, are generated based on the following complex Gaussian distributions $\bar{H}_k \sim C\mathcal{N}_{M_k,N_k} \left( 0_{M_k,N_k}, (1 - \sigma_{\bar{H}}^2)/\sigma_{\bar{H}}^2 [\Sigma_k] \otimes \Psi_k^T \right)$, such that channel realizations $\bar{H}_k = \bar{H}_k + \Delta \bar{H}_k$ have unit variance. We define the signal-to-noise ratio (SNR) for the $k^{th}$ link as $P_k/\sigma_{\bar{H}}^2$. Fig. 1 shows the sums-rates resulting from the proposed algorithm and the algorithm based on estimated CSI only with different SNRs (SNR = $P_k/\sigma_{\bar{H}}^2$). It is assumed that the SNRs at various hops are the same. The correlation coefficients in
the channel estimation errors are taken as $\alpha = 0.6$ and $\beta = 0$. It can be seen that the performance of the proposed algorithm is better than that of the corresponding algorithm based on estimated CSI only. Furthermore, as the estimation errors increase, the performance gap between the two algorithms becomes larger.

VII. Conclusions

Maximum information design for multi-hop AF MIMO relaying systems under Gaussian distributed channel estimation errors was considered. Using majorization theory and the properties of matrix-monotone functions, the optimal structure of transceivers was derived. Then, the transceiver design problem was significantly simplified and the remaining unknowns were obtained by an iterative water-filling solution. The performance advantage of the proposed design was assessed by numerical results.

APPENDIX A

PROOF OF PROPERTY 1

First notice that for two matrices $A$ and $B$ with compatible dimension, $\lambda_i(AB) = \lambda_i(BA)$ \cite[9. A.1.a]{14}. Together with the fact that for two positive semi-definite matrices $A$ and $B$, $\prod_{i=1}^{k} \lambda_i(AB) \leq \prod_{i=1}^{k} \lambda_i(A) \lambda_i(B)$ \cite[9. H.1.a]{14}, we have

$$\prod_{i=1}^{k} \lambda_i(A_1^H \cdots A_K^H A_K \cdots A_1) \leq \prod_{i=1}^{k} \lambda_i(A_2^H \cdots A_K^H A_K \cdots A_2) \lambda_i(A_1 A_1^H).$$

Repeating this process we have the following inequality

$$\prod_{i=1}^{k} \lambda_i(A^H \cdots A_K^H A_K \cdots A_1) \leq \prod_{i=1}^{k} \lambda_i(A^H A_K \cdots A_{K-1} A_{K-1}) \lambda_i(A_1 A_1^H).$$

This is an important and useful conclusion for transceiver design for AF MIMO relaying systems.

Based on (29) and 5.A.2.b in \cite{14}, we directly have

$$\lambda(A_1^H \cdots A_K^H A_K \cdots A_1) \leq \lambda(A_2^H \cdots A_K^H A_K \cdots A_2) \lambda_i(A_1 A_1^H).$$

with equality holds if and only if the neighboring $A_k$’s satisfy

$$V_{A_k} = U_{A_{k-1}}, \quad k = 2, \ldots, K$$

where $U_{A_k}$ and $V_{A_k}$ are defined based on the SVD $A_k = U_{A_k} A_k V_{A_k}^H$. As $g(*)$ is a decreasing and Schur-concave function, it can be concluded that \cite{14}

$$g(\lambda(\Theta)) \geq g(\gamma(\Theta)),$$

where $\gamma(\Theta) = (\gamma_1(\Theta) \cdots \gamma_N(\Theta))^T$, and with equality holds if and only if (31) holds.

APPENDIX B

PROOF OF PROPERTY 2

Defining $\eta_{\text{fs}} = \alpha_k \text{Tr}(\bar{F}_k \Psi_k) + \sigma^2_{n_k}$, when $\text{Tr}(\bar{F}_k \Psi_k) = P_k$, we can write

$$\eta_{\text{fs}} = \alpha_k \text{Tr}(\bar{F}_k \Psi_k) + \sigma^2_{n_k}$$

$$= \alpha_k \text{Tr}(\bar{F}_k \Psi_k) + \sigma^2_{n_k} \cdot \text{Tr}(\bar{F}_k \Psi_k)/P_k$$

$$= \text{Tr}(\bar{F}_k (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I)/P_k),$$

based on which it can be directly concluded that

$$\text{Tr}(\bar{F}_k (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I)/\eta_{\text{fs}} = P_k).$$

On the other hand, when $\text{Tr}(\bar{F}_k (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I)/\eta_{\text{fs}} = P_k$ with the definition of $\eta_{\text{fs}}$ we have

$$\text{Tr}(\bar{F}_k (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I)) = \alpha_k P_k \text{Tr}(\bar{F}_k \Psi_k) + \sigma^2_{n_k} P_k,$$

which means $\text{Tr}(\bar{F}_k \Psi_k) = P_k$.

APPENDIX C

PROOF OF CONCLUSION 1

Problem reformation: Note that

$$\gamma_i(\Theta) = \frac{\lambda_i(F_k^H H_k^H K_{F_k}^{-1} H_k F_k) - \lambda_i(1)}{1 + \lambda_i(F_k^H H_k^H K_{F_k}^{-1} H_k F_k)},$$

based on which $\gamma_i(\Theta)$ is a function of $\lambda(F_k^H H_k^H K_{F_k}^{-1} H_k F_k)$. Unfortunately, $F_k$ appears in multiple positions. In particular, $K_{F_k}$ is a function of $F_k$ which complicates the derivation of optimal solutions. In order to simplify the problem, $\lambda(F_k^H H_k^H K_{F_k}^{-1} H_k F_k)$ is reformulated as

$$\lambda(F_k^H H_k^H K_{F_k}^{-1} H_k F_k) = \lambda(F_k^H (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I_{N_k})^{-1/2} H_k (K_{F_k} / \eta_{\text{fs}})^{-1/2} F_k),$$

where $\bar{F}_k$ is defined as

$$\bar{F}_k = 1/\sqrt{\eta_{\text{fs}}} (\alpha_k P_k \Psi_k + \sigma^2_{n_k} I_{N_k})^{1/2} F_k.$$
For the optimal system model, \( \text{Rank}(\mathbf{A}_{\mathcal{X}_k}) \leq N \), and thus only the \( N \times N \) principal submatrix of \( \mathbf{A}_{\mathcal{X}_k} \) can be nonzero, which is denoted as \( \mathbf{A}_{\mathcal{F}_k} \). In summary, \( \mathbf{F}_{k,\text{opt}} \) has the following structure
\[
\mathbf{F}_{k,\text{opt}} = \mathbf{V}_{\mathcal{A}_k} N \mathbf{A}_{\mathcal{F}_k} \mathbf{U}_{\mathcal{M}_{k-1},N}^H
\]
with \( \mathbf{U}_{\mathcal{A}_k} = \mathbf{U}_{\Omega} \).

**Structure of optimal \( \mathbf{F}_k \):** Based on the relationship between \( \mathbf{F}_k \) and \( \mathbf{F}_{k,\text{opt}} \) given in (38),
\[
\mathbf{F}_{k,\text{opt}} = \sqrt{\eta_{k}} (\alpha_k \mathbf{P}_k \Psi_k + \sigma_n^2 \mathbf{I}_{N_k})^{-1/2} \mathbf{\tilde{F}}_{k,\text{opt}}
\]
Putting the structure of \( \mathbf{F}_{k,\text{opt}} \) in (47) into \( \eta_{k} \) in (20), and \( \eta_{k} \) can be solved to be
\[
\eta_{k} = \sigma_n^2 / \left\{ 1 - \alpha_k \text{Tr}(\mathbf{V}_{\mathcal{H}_k} N (\alpha_k \mathbf{P}_k \Psi_k + \sigma_n^2 \mathbf{I}_{N_k})^{-1/2} \mathbf{\tilde{F}}_{k,\text{opt}} \times (\alpha_k \mathbf{P}_k \Psi_k + \sigma_n^2 \mathbf{I}_{N_k})^{-1/2} \mathbf{V}_{\mathcal{H}_k} N \mathbf{A}_{\mathcal{F}_k}^2) \right\}
\]
As in (48) \( \eta_{k} \) is a function of \( \mathbf{A}_{\mathcal{F}_k} \), it is denoted as \( \eta_{k} = \xi_k (\mathbf{A}_{\mathcal{F}_k}) \).
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