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Application of Non-linear Programming for Large-Scale AC-DC Power Flow Analysis

Zhijun Qin, Student Member, IEEE, and Yunhe Hou, Member, IEEE

Abstract—This paper proposes a robust, non-divergent model for large-scale AC-DC power flow analysis. By introducing relaxation variables into power flow equations, the conventional power flow model is turned into a non-linear programming model to minimize the L2 norm of the relaxation variables subject to operation constraints and DC station control modes. The interior point method (IPM) is used to solve the model. Due to the special structure of the proposed model, the size of coefficient of correction equations in the IPM can be reduced to the same as Jacobian in the conventional Newton method. Further, the coefficient is symmetrical positive-definite with a diagonal perturbation, which leads to a better convergence than Newton direction. The model and algorithm proposed also have the following features: (1) no special initial value is needed; (2) strong robustness for power flow equations with plenty of small/negative impedance; (3) applicable for searching a desirable operation point by appropriate settings of inequality constraints; (4) striving for ultimate close to power flow solution avoiding to stop too early at a local minimizer. Numerical simulations on a 6527 buses power grid in China with 8 HVDC lines show that the proposed model has robust convergent property in the feasible region, around the boundary of the feasible region and even beyond the feasible region of power flow.

Index Terms—AC-DC transmission system; power flow analysis, Newton-Raphson method, optimal multiplier, minimization technology, interior point method

I. INTRODUCTION

The power flow analysis is a basic tool for operation and planning for power grids. Due to the good convergence property, high efficiency both in memory storage and calculation speed, the Newton-Raphson (N-R) method is popularly used in power flow study both in AC power grids [1] and AC-DC power grids [2-4]. However, N-R method will not converge in many practical situations due to the following reasons [5, 6]: a) special features of the network such as small/negative impedance branches, radial distribution network, etc., b) inappropriate initial voltage value, c) numerical difficulties when the operation point is close to operation limit or voltage collapse point, d) no solution exists within the feasible region.

In this paper, we try to propose a solution for AC-DC power flow analysis with the following desirable properties:

1) Robust to cover all the divergent problems mentioned above. Provide information to indentify the main reason for divergence.
2) Iterations will not diverge whether the power flow solution exists or not. Converge to the power flow solution, if exists, otherwise provide accurate measurement to explicitly locate the network bottleneck or the inappropriate load settings.
3) Efficiently implemented without notable drop in performance compared to N-R method.

B. Related Work

Much research has been done to solve the divergent problems based on N-R method. Methods in [7,8] were proposed to deal with problems a) and b).

For c) and d), conventional N-R method will diverge and less indication of the problem is provided after iterations fail. There are mainly three categories of approaches to make the iteration converge.

1) N-R method with optimal multiplier. The optimal multiplier is obtained by a subroutine to minimize a quadratic function based on the sum of squares of mismatch of power flow equation. The voltage correction is scaled by the optimal multiplier during iterations. N-R methods with optimal multiplier in rectangular and polar coordinates are proposed and discussed in [9-13]. Since these methods are based on N-R method, appropriate initial values are needed. Moreover, in the polar coordinate power flow, or in the AC-DC power flow, the object function is an approximation to quadratic. Hence the iterations may stop too early without helpful information. This phenomenon will be demonstrated later in section V.

2) Parameterized continuation power flow [14-18] for problem c) and especially for the computation of the points of collapse. These algorithms start from a feasible operation point to search for the maximum load level scalar. Parameterized algorithms are difficult to identify the feasibility for one certain operation point.

3) Non-linear programming model, which makes relaxation to power flow equations and converts power flow calculation into minimization of L2 norm of relaxation variables [19,20], or minimization of L1 norm of relaxation variables[21]. When the solution exists, the object function will drop close to zero, otherwise, the object function will stop at a positive value.
Since the non-linear models change the structure of power flow equations, the implementation is more complicated and less efficient compared to N-R methods. As a result, N-R methods have been prevailing for conventional power flow analysis. However, utilities' practice brings more challenges to power flow analysis. At present, China has been striving to construct a strong and extremely huge power grid to fulfill the bulk requirement of electric energy for sustainable development. North China Grid, East China Grid and Central China Grid will be inter-connected into a complicated AC-DC hybrid power grid with multi-infeed DC systems. Robust and efficient power flow analysis tool for large-scale AC-DC power grid has attracted more attention both in operation stage and planning stage.

C. Paper Work and Organization

In this paper, we propose a non-linear programming model for AC-DC power flow analysis with robustness and non-divergent property. This model is an extension of the models proposed in [19, 20] and accounts for the operating constraints by including inequality constraints. Interior point method (IPM) is used to solve this model.

Although a group of relaxation variables are explicitly introduced to the power flow equations, the L_2 norm in the objective function plays a significant role in reducing the size of correction equation and in changing the search direction. The proposed model and algorithm have the following features:

1) Strong convergence can be achieved around the boundary of feasible region and beyond the feasible region, within a stable number of iterations.
2) No special voltage initial value is needed.
3) For power grids with plenty of small or negative impedance branches, the convergent property of this algorithm is preponderate over the Newton direction.
4) The size of correction equation can be reduced to the same as Jacobian in conventional N-R method. The symmetrical positive-definite coefficient of the reduced correction equations has the same non-zeros as that of Jacobian in N-R method. This feature makes the correction equations be solved without notable drop in computational performance.

The remaining parts of the paper are organized as follows. With the notation in section II, the non-linear model of AC-DC power flow analysis is proposed in section III. IPM is used to solve the model in section IV with the deduction of the reduction process for the size of correction equations. Numerical results in section V demonstrate the effectiveness and efficiency of the proposed method. The conclusion is drawn in section VI.

II. List of Symbols and Notations

- \(V\): voltage magnitudes of AC buses.
- \(\delta\): voltage angles of AC buses.
- \(N\): number of AC buses.
- \(N_d\): number of DC stations.
- \(\hat{V} = V \angle \delta\): complex voltages of AC buses.
- \(P_G, Q_G\): nodal active and reactive injections respectively.
- \(P_L, Q_L\): nodal active and reactive power demands respectively.
- \(V_d\): direct voltages of DC stations.
- \(I_d\): direct currents of DC stations.
- \(K_d\): tap positions of converter transformers in DC stations.
- \(A_d = \cos(\theta_d)\): cosine value of the control angles (ignition angle for rectifier or extinction angle for inverter) of DC Stations.
- \(\phi_d\): power factor angles of DC stations.
- \(S_d\): type of DC stations, “+1” stands for a rectifier while “-1” stands for an inverter.
- \(X_c\): converters’ equivalent commutation reactance.
- \(\Omega_{PV}\): AC buses set of PV control mode.
- \(\Omega_{PQ}\): AC buses set of PQ control mode.
- \(\Omega_{Slack}\): slack buses set.
- \(\Omega_{dation}\): AC buses set with DC Station connected.
- \(\Omega_{ct}\): DC stations set of constant active power mode.
- \(\Omega_{cv}\): DC stations set of constant voltage mode.
- \(\Omega_{ct}\): DC stations set of constant current mode.
- \(\Omega_{ca}\): DC stations set of constant control angles mode.
- \(\Omega_{ct}\): DC stations set of constant tap position mode.

\[X_{ac} = \begin{bmatrix} V^T, \delta^T, P_G^T, Q_G^T \end{bmatrix}^T: \text{variables of AC network.}\]

\[X_{dc} = \begin{bmatrix} V_d^T, I_d^T, K_d^T, \cos(\theta_d) \end{bmatrix}^T: \text{variables of DC network.}\]

\[\mathbf{e} = \begin{bmatrix} e_p^T, e_q^T, e_{dc1}^T, e_{dc2}^T, e_{dc3}^T \end{bmatrix}^T: \text{relaxation variables of AC-DC power flow equations.}\]

\[\tilde{X} = \begin{bmatrix} X_{ac}^T, X_{dc}^T \end{bmatrix}^T: \text{total variables of power flow calculation.}\]

\(\mathbf{Y}\): admittance matrix of AC network.
\(G_d\): conductance matrix of DC network.
\(Re(\bullet)\): retrieve the real part of a complex vector.
\(Im(\bullet)\): retrieve the imaginary part of a complex vector.
\([\bullet]\): converts vector into a diagonal matrix.
\(\text{sparse}(i, j, s, m, n)\): uses the rows of \([i, j, s]\) to generate an m-by-n sparse matrix. Any elements of \(s\) which have duplicate values of \(i\) and \(j\) are added together. It is an important function in Matlab although not defined in linear algebra. The semantics of this function is utilized to describe formulas in this article.
\(x(a)\): retrieve part of vector \(x\) assigned by integer \(a\).
\(\cdot\times\): element-wise multiplication between vectors or between matrices.
\((\bullet), (\bullet)\): lower and upper bound of variables.

III. Non-linear Program Model for AC-DC Power Flow

A. Model

\[
\min f(X, e) = e^T e
\] (1)
Subject to:
1) Equality constraints include AC power flow equations, balance equations of DC stations and nodal current equations of DC network as below:

\[ P_0 - P_e = \text{Re}(V \times (\overline{V} V)) - P_d - e_p = 0 \] \hspace{0.5cm} (2)

\[ Q_0 - Q_e = \text{Im}(V \times (\overline{V} V)) - Q_d - e_q = 0 \] \hspace{0.5cm} (3)

\[ V_d - K_d \times V_0 = 0 \] \hspace{0.5cm} (4)

\[ \varepsilon_d = 0.095 \times K_d \times V_0 \times \cos(\phi_d) = 0 \] \hspace{0.5cm} (5)

\[ P_d \quad \text{and} \quad Q_d \] in (2)-(3) are powers of DC stations with nonzeros in the position associated with the AC buses connected by DC stations. In a multi-infeed DC system, multiple DC stations may connect to one AC bus. For example, if \( i \)-th DC station and \( j \)-th DC station connect to \( k \)-th AC buses, we have:

\[ P_i(k) = P_i(k) + S_d[i] \times V_u[i] \times I_d[i] \] and

\[ P_j(k) = P_j(k) + S_d[j] \times V_u[j] \times I_d[j] \], which can be denoted as:

\[ P_d = \text{sparse}(Q_{\text{station}}, 1, S_d, V_u, I_d, N, 1) \] \hspace{0.5cm} (7)

\[ Q_d = \text{sparse}(Q_{\text{station}}, 1, S_d, V_u, I_d, \tan(\phi_d), N, 1) \] \hspace{0.5cm} (8)

2) Inequality constraints include bus voltage level, active power limits of generators, VAR limits of generators and shunts, and DC station operational constraints:

\[ V \leq V \leq \overline{V} \] \hspace{0.5cm} (9)

\[ P_d \leq P_d \leq \overline{P}_d \] \hspace{0.5cm} (10)

\[ Q_d \leq Q_d \leq \overline{Q}_d \] \hspace{0.5cm} (11)

\[ P_d \leq V_d \times I_d \leq \overline{P}_d \] \hspace{0.5cm} (12)

\[ V_d \leq V_d \leq \overline{V}_d \] \hspace{0.5cm} (13)

\[ L_d \leq I_d \leq \overline{I}_d \] \hspace{0.5cm} (14)

\[ K_d \leq K_d \leq \overline{K}_d \] \hspace{0.5cm} (15)

\[ A_d \leq A_d \leq \overline{A}_d \] \hspace{0.5cm} (16)

\[ g_d \leq g_d \leq \overline{g}_d \] \hspace{0.5cm} (17)

**B. Upper and Lower Bounds for Power Flow Compatibility and Operation Constraints**

To make the model compatible with power flow calculation, appropriate upper and lower bounds should be set to reflect the control mode of DC stations and generators. For those constant variables, the related upper bound and lower bound are set to the same value. For other variables, the related upper bound and lower bound are set to account for operational constraints.

1) Constant current mode DC stations

\[ \overline{I}_d = I_d \] \hspace{0.5cm} (18)

2) Constant voltage mode DC stations

\[ V_{\text{in}} = V_d \] \hspace{0.5cm} (19)

3) Constant active power mode DC stations

\[ P_d = P_d \] \hspace{0.5cm} (20)

4) Constant control angle mode DC stations

\[ \overline{A}_d = A_d \] \hspace{0.5cm} (21)

5) Constant tap position mode DC stations

\[ \overline{K}_d = K_d \] \hspace{0.5cm} (22)

6) PV buses

\[ V(\Omega_{PV}) = \overline{V}(\Omega_{PV}) \] \hspace{0.5cm} (23)

7) PV generators

\[ \overline{P}_d(\Omega_{PV}) = P_d(\Omega_{PV}) \] \hspace{0.5cm} (24)

**IV. INTERIOR POINT METHOD FOR PROPOSED MODEL**

The model in section III can be simplified and expressed in a general and concise form as following:

\[ \min \varepsilon^T \varepsilon \] \hspace{0.5cm} (25)

s.t. \[ h(x) - \varepsilon = 0 \] \hspace{0.5cm} (26)

\[ \overline{g} \leq g(x) \leq g \] \hspace{0.5cm} (27)

The primal-dual interior point method framework applied on model (18) can be described as:

1) Slack variable vectors \((l,u) \geq 0\) are introduced hence inequality constraints are converted into:

\[ \left\{ \begin{array}{l} g(X) - \overline{g} - l = 0 \\ g(X) - g + u = 0 \end{array} \right. \] \hspace{0.5cm} (28)

2) Lagrangian function is defined as:

\[ L(X,l,u,y,z,w) = \varepsilon^T \varepsilon + y^T(h(X) - \varepsilon) - z^T(g(X) - l - \overline{g}) - w^T(g(X) + u - \overline{g}) - \mu \sum_{i=1}^{n} \lambda_i \] \hspace{0.5cm} (29)

where \((y,z,w)\) are Lagrangian multipliers.

3) KKT system with the Lagrangian function is:

\[ L = \nabla h(X) y + \nabla g(X)(z + w) = 0 \] \hspace{0.5cm} (30)

\[ L = g(X) - l - \overline{g} = 0 \] \hspace{0.5cm} (31)

\[ L_u = g(X) + u - \overline{g} = 0 \] \hspace{0.5cm} (32)

\[ L^e = [y][e] - \mu \varepsilon = 0 \] \hspace{0.5cm} (33)

\[ L^e = [u][w] + \mu = 0 \] \hspace{0.5cm} (34)

\[ L_e = 2\varepsilon + y = 0 \] \hspace{0.5cm} (35)

\[ L_e = h(X) - \varepsilon = 0 \] \hspace{0.5cm} (36)

Eliminate \(\varepsilon\) from (26) and (27), we can get:

\[ L_y = h(X) + 0.5y = 0 \] \hspace{0.5cm} (37)

where \(L^e, \overline{L}^e\) are perturbed complementary conditions, \(\mu\) is perturbed factor, \(w \leq 0: y \neq 0: l \geq 0: u \geq 0: \varepsilon \geq 0\).

4) By applying Newton’s method, the correction equations of the reduced system can be written as follows:

\[ \begin{pmatrix} F & V^T h(X) & V^T g(X) & V^T g(X) & 0 & 0 & | \Delta X \end{pmatrix} = \begin{pmatrix} L_{y0} \end{pmatrix} \] \hspace{0.5cm} (38)

\[ \begin{pmatrix} V^T h(X) & 0.5[y]^T & 0 & 0 & 0 & 0 & | \Delta y \end{pmatrix} = \begin{pmatrix} L_{y0} \end{pmatrix} \] \hspace{0.5cm} (39)

\[ \begin{pmatrix} V^T g(X) & 0 & 0 & 0 & -I & 0 & | \Delta z \end{pmatrix} = \begin{pmatrix} L_{z0} \end{pmatrix} \] \hspace{0.5cm} (40)

\[ \begin{pmatrix} V^T g(X) & 0 & 0 & 0 & 0 & I & | \Delta w \end{pmatrix} = \begin{pmatrix} L_{w0} \end{pmatrix} \] \hspace{0.5cm} (41)

\[ \begin{pmatrix} 0 & 0 & [y] & 0 & [z] & 0 & | \Delta l \end{pmatrix} = \begin{pmatrix} L_{l0} \end{pmatrix} \] \hspace{0.5cm} (42)

\[ \begin{pmatrix} 0 & 0 & 0 & [u] & 0 & [w] & | \Delta u \end{pmatrix} = \begin{pmatrix} L_{u0} \end{pmatrix} \] \hspace{0.5cm} (43)

where:

\[ F = V^T h(X) y + V^T g(X)(z + w) \] \hspace{0.5cm} (44)

and \((L_{y0}, L_{y0}, L_{z0}, L_{u0}, L_{l0}, L_{w0})\) denotes the residuals of the perturbed KKT systems (21),(28), (22)–(25), respectively. As absolutely the same approach as in conventional IPM, the reduced form of (29) can be written in the following form as:
\[
\begin{pmatrix}
M & J^T(X) \\
J(X) & 0.5[e]
\end{pmatrix}
\begin{pmatrix}
\Delta X \\
\Delta y
\end{pmatrix}
= -\begin{pmatrix}
\psi \\
L_{\alpha 0}
\end{pmatrix}
\]  

(31)

where:

\[
M = F + \nabla g(X)([u]^T[w] - [I]^T[z])\nabla^T g(X)
\]

(32)

\[
J(X) = \nabla^T h(X)
\]

(33)

\[
\psi = \nabla h(X)y
\]

\[
+ \nabla g(X)([u]^T[w]L_{\alpha 0} - [I]^T[z]L_{\beta 0} - \mu([u]^T - [I]^T)e
\]  

(34)

By investigating the structure of (31), we find that the coefficient matrix of (31) becomes symmetrical and positive-definite, which is different from conventional IPM with a constant diagonal perturbation. Further, from (31) we can have:

\[
\Delta y = -2L_{\alpha 0} - 2J(X)\Delta X
\]

(35)

By substitution (35) into (31), we can have:

\[
M\Delta X + J^T(X)(-2L_{\alpha 0} - 2J(X)\Delta X) = -\psi
\]

(36)

So the reduced equation of the proposed model is:

\[
(M - 2J^T(X)J(X))\Delta X = -\psi + 2J^T(X)L_{\alpha 0}
\]

(37)

After solving (37) and calculation on (35), get other variables’ correction by:

\[
\begin{aligned}
\Delta l &= \nabla^T g(X)\Delta X + L_{\alpha 0} \\
\Delta u &= -(\nabla^T g(X)\Delta X + L_{\alpha 0}) \\
\Delta z &= -[I]^T[z]\nabla^T g(X)\Delta X - [I]^T([z]L_{\beta 0} + L_{\beta 0}) \\
\Delta w &= [u]^T[w]\nabla^T g(X)\Delta X + [u]^T([w]L_{\alpha 0} - L_{\beta 0})
\end{aligned}
\]

(38)

5) Calculate the step length in the search direction and update primal and dual variables \((X,u,z,w)\), finally update \(\epsilon\) by (26).

In the framework mentioned above, the main computational burden is to construct and solve (37), which has the same size of the correction equation in N-R method. Although, the linear combination of Hessian matrix of power flow equations and inequality constraints have to be figured out during iterations, its AC parts can be calculated efficiently using complex matrix operation as proposed in [22]. Since the DC equations and inequality constraints are much simpler than AC equations with more sparser feature in second derivatives, the number of total non-zeros in the coefficient of (37) is almost the same as that of AC-DC power flow equations. Due to the positive-definite property of coefficient matrix, (37) can be solved with a fast direct solve based on Cholesky factorization as in [23].

V. NUMERICAL RESULTS

A. Computational Efforts

The authors develop a C++ vectorization calculation library based on STL (Standard Template Library) to implement the basic linear algebra. The algorithm for Hessian computation proposed in [22] is implemented in C++ with high efficiency.

LU and Cholesky factorization modules are implemented parts of UMFPACK in [24]. The efficiency of these modules is well confirmed in [19, 20, 25, 26].

All programs are complied with Microsoft Visual Studio V.6.0. Tests were run on a PC (Intel-Pentinum4 2.0GHz, 1GB RAM).

B. Introduction to Test System

The test system is part of a power grid in China. The basic active power level is 109.2GW and reactive load power 40.15GVar. The details of the system are shown in Table I.

Two sets of data of test system are provided to test the convergent property of the proposed algorithm. Data (A) is the original data, which keeps all small impedance and negative impedance branches. Data (B) uses bus merging to eliminate part of small/negative impedance branches. The number of small/negative impedance branches of both sets of data is shown in Table II.

<table>
<thead>
<tr>
<th>Number of Small/Negative Impedance Branches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impedance Range</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>(1E-4~1E-3)</td>
</tr>
<tr>
<td>(1E-4~1E-5)</td>
</tr>
<tr>
<td>(0~1E-5)</td>
</tr>
<tr>
<td>(-1E-3~0)</td>
</tr>
<tr>
<td>(-1E-3~1E-4)</td>
</tr>
</tbody>
</table>

C. Case Studies

Various algorithms are imposed on data (A), with a known feasible load level, to test convergent property on ill-condition network parameters. Algorithms used are: (I) N-R algorithm with flat start; (II) fast decouple algorithm with DC system; (III) N-R algorithm with optimal multiplier. Algorithm (I) and (III) solve the AC-DC power flow equations simultaneously. The convergent criterion is that the maximum power mismatch is less than 1E-5. The results are listed in Table III. It is shown that the proposed algorithm has the best convergent property among the tested algorithms. The iteration processes of the algorithms are shown in Fig. 1 to Fig. 4, respectively.

<table>
<thead>
<tr>
<th>Comparison of Different Algorithms on Data (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>Newton-Raphson with Flat Start</td>
</tr>
<tr>
<td>Fast Decouple</td>
</tr>
<tr>
<td>Newton-Raphson with Optimal Multiplier</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
</tr>
</tbody>
</table>

Moreover, the proposed algorithm helps to locate the real bottleneck of the network, with the maximum power...
mismatch lying in a PQ node connecting with a positive small impedance branch and a negative small impedance branch. It means that a subroutine eliminating these branches will mitigate divergence. However, N-R algorithm with optimal multiplier points out the maximum power mismatch bus to a PQ bus near slack generator, which is helpless for analysts.

Various algorithms are imposed on data (B) to test convergent property in the feasible region and beyond the feasible region with different load levels. The results are shown in Table IV. It is shown that the proposed algorithm can converge with different load levels, whether solutions exist or not. If the maximum of relaxation variables is less than 1E-5 after iteration converges, the power flow solution can be found; if not, there is no solution exists. The iterations need in the feasible region and beyond the feasible region are almost the same, as in Fig.5 and Fig.6.

The proposed algorithm helps to locate with the maximum power mismatch in some load bus. It means that cutting down this load by the power mismatch will mitigate divergence.

**TABLE IV**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Convergent Property in Feasible Region</th>
<th>Convergent Property Beyond Feasible Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newton-Raphson with Flat Start</td>
<td>Diverge</td>
<td>Diverge</td>
</tr>
<tr>
<td>Fast Decouple Initiated Newton-Raphson</td>
<td>Converge</td>
<td>Diverge</td>
</tr>
<tr>
<td>Fast Decouple</td>
<td></td>
<td>Diverge</td>
</tr>
<tr>
<td>Newton-Raphson with Optimal Multiplier</td>
<td>Converge</td>
<td>Diverge</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>Converge</td>
<td>Converge</td>
</tr>
</tbody>
</table>

**D. Performance Statistics of Calculation**

CPU time for different modules in each iteration of the proposed algorithm is listed in Table V. It shows that the computational burdens of first derivatives and second derivatives are quite equivalent with vectorization technology proposed in [22]. Cholesky factorization algorithm proposed in [23] is quite efficient for solving the correction equations. For the test system mention above, each iteration needs 0.33 second. The total CPU time needed (18 iterations or so) is 5-6 seconds, which is promising for operation/dispatch applications.

The conventional N-R algorithm on the same test systems is accomplished in 2 seconds with 6-7 iterations using LU
factorization proposed in [24]. LU factorization in [24] uses 0.14 second to solve N-R correction equations, which is nearly 10 times as that of Cholesky factorization. In other words, the computational burden to calculate Hessian is partially compensated by the symmetrical positive-definite property in correction equations.

VI. CONCLUSIONS

This paper proposes a robust non-divergent power flow calculation algorithm based on the non-linear programming. The proposed method is applicable for large-scale AC-DC power grid. The algorithm has the following features: 1) the size of the correction equations is the same as that in conventional N-R method; 2) the number of total non-zeros in the coefficient of correction equations is almost the same as Jacobian of power flow equations; 3) the coefficient of correction equations is symmetrical positive-definite.

With vectorization implementation of construction of the correction equations and appropriate direct solver for symmetrical positive-definite linear systems, the algorithm can be accomplished within 3-4 times of CPU time as the conventional Newton-Raphson algorithm for the large-scale power flow analysis.

VII. APPENDIX A

Case data with a 14 buses AC/DC system is given to validate the correctness of the proposed algorithm.

TABLE V

<table>
<thead>
<tr>
<th>Module</th>
<th>CPU Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation for (32)</td>
<td>0.158</td>
</tr>
<tr>
<td>Calculation for (33)</td>
<td>0.128</td>
</tr>
<tr>
<td>Construction of (37)</td>
<td>0.015</td>
</tr>
<tr>
<td>Solving for (37)</td>
<td>0.015</td>
</tr>
<tr>
<td>Correction of Variables</td>
<td>0.013</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>Module</th>
<th>CPU Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation for (32)</td>
<td>0.158</td>
</tr>
<tr>
<td>Calculation for (33)</td>
<td>0.128</td>
</tr>
<tr>
<td>Construction of (37)</td>
<td>0.015</td>
</tr>
<tr>
<td>Solving for (37)</td>
<td>0.015</td>
</tr>
<tr>
<td>Correction of Variables</td>
<td>0.013</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>R</th>
<th>X</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7</td>
<td>0.0</td>
<td>0.20912</td>
<td>0.978</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0.0</td>
<td>0.55618</td>
<td>0.969</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.0</td>
<td>0.25202</td>
<td>0.932</td>
</tr>
</tbody>
</table>

TABLE VIII

<table>
<thead>
<tr>
<th>P D</th>
<th>Q D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.12711</td>
</tr>
<tr>
<td></td>
<td>0.27038</td>
</tr>
<tr>
<td>10</td>
<td>0.08205</td>
</tr>
<tr>
<td>11</td>
<td>0.19207</td>
</tr>
</tbody>
</table>

TABLE IX

<table>
<thead>
<tr>
<th>Buses</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.19</td>
</tr>
</tbody>
</table>

TABLE X

<table>
<thead>
<tr>
<th>Bus</th>
<th>P D</th>
<th>Q D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.217</td>
<td>0.127</td>
</tr>
<tr>
<td>3</td>
<td>0.942</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>0.478</td>
<td>-0.039</td>
</tr>
<tr>
<td>5</td>
<td>0.076</td>
<td>0.016</td>
</tr>
<tr>
<td>6</td>
<td>0.112</td>
<td>0.075</td>
</tr>
<tr>
<td>9</td>
<td>0.295</td>
<td>0.166</td>
</tr>
<tr>
<td>10</td>
<td>0.09</td>
<td>0.058</td>
</tr>
<tr>
<td>11</td>
<td>0.035</td>
<td>0.018</td>
</tr>
<tr>
<td>12</td>
<td>0.061</td>
<td>0.016</td>
</tr>
<tr>
<td>13</td>
<td>0.135</td>
<td>0.058</td>
</tr>
<tr>
<td>14</td>
<td>0.149</td>
<td>0.05</td>
</tr>
</tbody>
</table>

TABLE XI

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>P D</th>
<th>Q D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.1938</td>
<td>0.05917</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.05403</td>
<td>0.22304</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.04699</td>
<td>0.19797</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.05811</td>
<td>0.17632</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.05695</td>
<td>0.17388</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.06701</td>
<td>0.17103</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>0.09498</td>
<td>0.19990</td>
</tr>
</tbody>
</table>

TABLE XII

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>R</th>
<th>X</th>
<th>B/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.01938</td>
<td>0.05917</td>
<td>0.0264</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.05403</td>
<td>0.22304</td>
<td>0.0246</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.04699</td>
<td>0.19797</td>
<td>0.0219</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.05811</td>
<td>0.17632</td>
<td>0.0170</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.05695</td>
<td>0.17388</td>
<td>0.0173</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.06701</td>
<td>0.17103</td>
<td>0.0064</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>0.09498</td>
<td>0.19990</td>
<td>0.0</td>
</tr>
</tbody>
</table>

TABLE XIII

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Converter Type</th>
<th>Bus Number</th>
<th>Leakage Reactance</th>
<th>DC Line Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 Rectifier</td>
<td>5</td>
<td>0.126</td>
<td></td>
<td>0.00334</td>
</tr>
<tr>
<td>C2 Inverter</td>
<td>4</td>
<td>0.0728</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE XIV

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Control Type</th>
<th>Vmax</th>
<th>Vmin</th>
<th>Pmax</th>
<th>Pmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 Constant P</td>
<td>1.0</td>
<td>0.9</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>C2 Constant V</td>
<td>0.9384</td>
<td>0.9384</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The output of the active and reactive sources is as follows.

TABLE XV

<table>
<thead>
<tr>
<th>Bus</th>
<th>P D</th>
<th>Q D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.30821</td>
<td>-0.20386</td>
</tr>
<tr>
<td>2</td>
<td>0.65</td>
<td>0.51943</td>
</tr>
</tbody>
</table>
The output of the active and reactive sources is as follows.

<table>
<thead>
<tr>
<th>BUS</th>
<th>MAGNITUDE (pu)</th>
<th>ANGLE (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1.045</td>
<td>-0.07085</td>
</tr>
<tr>
<td>3</td>
<td>1.01</td>
<td>-0.26210</td>
</tr>
<tr>
<td>4</td>
<td>0.96039</td>
<td>-0.24911</td>
</tr>
<tr>
<td>5</td>
<td>1.06744</td>
<td>-0.05054</td>
</tr>
<tr>
<td>6</td>
<td>1.07</td>
<td>-0.05012</td>
</tr>
<tr>
<td>7</td>
<td>1.00439</td>
<td>-0.23179</td>
</tr>
<tr>
<td>8</td>
<td>1.09</td>
<td>-0.23178</td>
</tr>
<tr>
<td>9</td>
<td>0.96283</td>
<td>-0.22250</td>
</tr>
<tr>
<td>10</td>
<td>0.96976</td>
<td>-0.19504</td>
</tr>
<tr>
<td>11</td>
<td>1.01105</td>
<td>-0.12254</td>
</tr>
<tr>
<td>12</td>
<td>1.03304</td>
<td>-0.08468</td>
</tr>
<tr>
<td>13</td>
<td>0.97125</td>
<td>-0.17962</td>
</tr>
</tbody>
</table>

The residual of KKT and maximum power mismatch are showed in Fig. 7.

![Fig. 7 Residual of KKT and Power Mismatch with Iterations](image)

Fig. 7 Residual of KKT and Power Mismatch with Iterations

VIII. APPENDIX B

The first derivatives and second partial derivatives of AC power flow equation to AC variables are deduced in reference [19]. In the section, the gradient and hessian of AC-DC power flow equation using vector/matrix manipulation are deduced.

The power flow equation can be expressed as:

\[
\Delta P = P_g - P_e - \text{Re}(\hat{V} \times (\hat{V}^*)) - P_d - e_p = 0
\]

\[
\Delta Q = Q_g - Q_e - \text{Im}(\hat{V} \times (\hat{V}^*)) - Q_d - e_q = 0
\]

The gradient of the power flow equation has the following structure, which focuses on the DC variables.

\[
\begin{align*}
\nabla (\Delta P) & = V_d \begin{bmatrix} P_G & \delta & P_d & Q_G & V_d & I_d & K_d & A_d & \phi_d \end{bmatrix}^	op \\
\nabla^2 (\Delta P) & = \begin{bmatrix} V_d & I_d & K_d & A_d & \phi_d \end{bmatrix} \begin{bmatrix} B_1 \end{bmatrix} \begin{bmatrix} V_d & I_d & K_d & A_d & \phi_d \end{bmatrix}^	op
\end{align*}
\]

where:

\[
B_1 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d \times I_d, N_{dc}, N)
\]

\[
B_2 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d \times V_d, N_{dc}, N)
\]

\[
B_3 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d \times I_d \times \tan(\phi_d), N_{dc}, N)
\]

\[
B_4 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d \times V_d \times \tan(\phi_d), N_{dc}, N)
\]

\[
B_5 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d \times V_d \times (1 + \tan(\phi_d) \times \tan(\phi_d)), N_{dc}, N)
\]

The hessian of power flow equations includes 2 parts as:

\[
\begin{align*}
\nabla^2 (\Delta Q) & = V_d \begin{bmatrix} P_G & \delta & P_d & Q_G & V_d & I_d & K_d & A_d & \phi_d \end{bmatrix}^	op \\
\nabla^2 (\Delta Q) & = \begin{bmatrix} V_d & I_d & K_d & A_d & \phi_d \end{bmatrix} \begin{bmatrix} B_2 \end{bmatrix} \begin{bmatrix} V_d & I_d & K_d & A_d & \phi_d \end{bmatrix}^	op
\end{align*}
\]

where:

\[
B_2 = \text{sparse}(1 : N_{dc}, \Omega_{\text{destination}}, S_d, N_{dc}, N_{dc}, N_{dc})\{y_p(\Omega_{\text{destination}})\}
\]
\[ B_7 = -\text{sparse}(1 : N_{dc}, 1 : N_{dc}, S_{dc} \times \tan(\varphi_d), N_{dc}, N_{dc}) \times (y_q(\Omega_{\text{rotation}})) \]
\[ B_8 = -\text{sparse}(1 : N_{dc}, 1 : N_{dc}, S_{dc} \times I_{dc} \times \sec(\varphi_d)^2, N_{dc}, N_{dc}) \]
\[ B_9 = -\text{sparse}(1 : N_{dc}, 1 : N_{dc}, V_{dc} \times \sec(\varphi_d)^2, N_{dc}, N_{dc}) \]
\[ B_{10} = -\text{sparse}(1 : N_{dc}, 1 : N_{dc}, S_{dc} \times V_{dc} \times I_{dc} \times \sec(\varphi_d)^2 \times \tan(\varphi_d), N_{dc}, N_{dc}) \times (2 \times y_q(\Omega_{\text{rotation}})) \]
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