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SPHERICAL INTERFACE DYNAMOS: MATHEMATICAL THEORY, FINITE ELEMENT APPROXIMATION, AND APPLICATION

KIT HUNG CHAN†, KEKE ZHANG†, AND JUN ZOU‡

Abstract. Stellar magnetic activities such as the 11-year sunspot cycle are the manifestation of magnetohydrodynamic dynamo processes taking place in the deep interiors of stars. This paper is concerned with the mathematical theory and finite element approximation of mean-field spherical dynamos and their astrophysical application. We first investigate the existence, uniqueness, and stability of the dynamo system governed by a set of nonlinear PDEs with discontinuous physical coefficients in spherical geometry, and characterize the system by a saddle-point type variational form. Then we propose a fully discrete finite element approximation to the dynamo system and study its convergence and stability. For the astrophysical application, we perform some fully three-dimensional numerical simulations of a solar interface dynamo using the proposed algorithm, which successfully generates the equatorially propagating dynamo wave with a period of about 11 years similar to that of the Sun.
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1. Introduction. Many astrophysical bodies possess intrinsic magnetic fields. The radio signals in connection with Jupiter’s magnetic field were first observed more than a half century ago [8] and Jupiter’s magnetic field was later measured by the Pioneer spacecraft [1]; the Sun’s magnetic field has been observed for a long time [31] and undergone nearly periodic variations with a period of about 11 years. It has been widely accepted that large-scale planetary and stellar magnetic activities represent the manifestation of magnetohydrodynamic dynamo processes taking place in the deep interiors of planets and stars [23, 34, 36, 4]. Though significant progress has been made toward the understanding of quantitative features of stellar magnetic activities, more realistic dynamo simulations in the parameter regime pertaining to stars and planets remain a tough challenge.

Nearly all current stellar and planetary numerical dynamo models employ spectral methods with spherical harmonic functions [35, 19, 22, 7]. The slow Legendre transform and its global nature are computationally inefficient and severely limit the application of spectral methods to general dynamo models, especially to the models with variable physical parameters of space and time. It is becoming increasingly clear that, in order to simulate astrophysical and planetary dynamos using more realistic physical parameters [36], developing other numerically more efficient methods is necessary. The first attempt using finite element methods for numerical dynamo
simulations was made in [11] and proved to be very promising. The current work presents the first mathematical theory and numerical analysis for mean-field spherical dynamos and their application to astrophysical and planetary problems.

Many stars and planets like the Sun and Jupiter are convectively unstable, which drive small-scale turbulent flows as well as large-scale global circulations in their interiors. The small-scale turbulent convective flows are capable of generating large-scale magnetic fields by the complex dynamo processes [24, 9]. A widely accepted theory for the generation of large-scale magnetic fields through the effect of small-scale turbulence in a conducting fluid is called the mean-field dynamo theory [23], in which a key quantity is the turbulent electromotive force defined as

$$\mathcal{E} = \langle \hat{u} \times \hat{B} \rangle \approx \alpha B,$$

(1.1)

where $\langle . \rangle$ indicates an average in the dynamo domain, $B$ is the large-scale mean field, $\hat{u}$ and $\hat{B}$ denote the fluctuating small-scale velocity and magnetic fields, and $\alpha$ is typically a tensor describing how the small-scale flows generate the large-scale mean field. Furthermore, the small-scale dynamo simulations suggest that the turbulent electromotive force obeys the following relation [9]:

$$\mathcal{E} = \frac{\alpha_0 B}{1 + (\hat{R}_m)^n B^2 / B_{eq}^2},$$

(1.2)

where $\alpha_0$ is constant, $0 \leq n \leq 2$ and $B_{eq}$ is the stellar equipartition field and $\hat{R}_m$ is the magnetic Reynolds number measuring the magnitude of the small-scale flow. The factor $(1 + (\hat{R}_m)^n B^2 / B_{eq}^2)$ represents the nonlinear process of alpha quenching (the catastrophic quenching) which saturates the growing magnetic field. It should be noted that the $\hat{R}_m$-dependent quenching expression should be regarded as a simplified steady state expression for the nonlinear dynamo [4]. On the basis of the quenching relation (1.2), one can investigate the dynamo process of large-scale stellar magnetic fields without being complicated by the dynamic effect such as Lorentz forces. In consequence, (1.2) has been frequently used in the numerical study of astrophysical dynamos [26].

In the present study, we consider a general nonlinear kinematic dynamo for stars and planets consisting of three major zones in spherical geometry; see Figure 1. An inner radiative sphere $\Omega_1$ of radius $r_1$, with magnetic diffusivity $\lambda_1(x)$, rotates uniformly. Magnetic field $B_1$ cannot be generated in the radiative region by dynamo action. On the top of the radiative core, there exists a turbulent convection zone $\Omega_2$, $r_1 \leq r \leq r_2$, in which thermal instabilities drive global circulations $u$ and small-scale turbulent flows $\hat{u}$. Note that the effect of the small-scale turbulence in the convection zone is described by $\alpha$. In the current mean-field dynamo model, we shall use a conventional quenching formula by ignoring the $\hat{R}_m$-dependence in the quenching expression. The magnetic diffusivity in the convection zone is denoted by $\lambda_2$ while the nonlinear alpha quenching is assumed to be of the form

$$\alpha = \frac{\alpha_0 f(x, t)}{1 + \sigma |B / B_{eq}|^2},$$

(1.3)

where $f(x, t)$ is a model-oriented function, $\alpha_0$ and $\sigma$ are constant parameters, and $B$ is the generated large-scale magnetic field in the convection zone. The outer region $\Omega_3$, $r_2 \leq r \leq r_3$, exterior to the convection zone is assumed to be nearly electrically
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FIG. 1. Domain $\Omega$, with its inner core $\Omega_1$, convection zone $\Omega_2$, and exterior region $\Omega_3$.

insulating. We nondimensionalize length by the thickness of the convection zone $d = (r_2 - r_1)$, the magnetic field by the equipartition field $B_{eq}$, and time by the magnetic diffusion time $d^2/\lambda_2$ of the convection zone. This leads to the three sets of dimensionless equations for the three zones in a magnetic star. For the convection fluid shell zone, we have

$$\frac{\partial B_2}{\partial t} + \nabla \times (\nabla \times B_2) = R_\alpha \nabla \times \left( \frac{f(x,t)}{1 + \sigma |B_2|^2} B_2 \right) + R_m \nabla \times (u \times B_2) \quad \text{in} \quad \Omega_2 \times (0, T)$$

(1.4)

$$\nabla \cdot B_2 = 0 \quad \text{in} \quad \Omega_2 \times (0, T),$$

(1.5)

where $R_\alpha$ is a dynamo parameter in connection with the generation process of small-scale turbulence $\hat{u}$ and $R_m$ is the magnetic Reynolds number associated with the global circulation. For dynamo action to occur, either $R_\alpha$ or $R_m$ must be sufficiently large. The diffusion of the magnetic field $B_1$ in the inner radiative core with a magnetic diffusivity $\beta_1$ can be described by

$$\frac{\partial B_1}{\partial t} + \nabla \times (\beta_1(x) \nabla \times B_1) = 0 \quad \text{in} \quad \Omega_1 \times (0, T),$$

(1.6)

$$\nabla \cdot B_1 = 0 \quad \text{in} \quad \Omega_1 \times (0, T).$$

(1.7)

The outer exterior region is usually nearly electrically insulating and governed by

$$\frac{\partial B_3}{\partial t} + \nabla \times (\beta_3(x) \nabla \times B_3) = 0 \quad \text{in} \quad \Omega_3 \times (0, T),$$

(1.8)

$$\nabla \cdot B_3 = 0 \quad \text{in} \quad \Omega_3 \times (0, T),$$

(1.9)

where $\beta_3(x)$ is the magnetic diffusivity of the zone.

The above model system will be complemented with the initial conditions

$$B(x, 0) = B_0(x) \quad \text{in} \quad \Omega$$

(1.10)
and the boundary conditions

\begin{equation}
(\beta(x) \nabla \times \mathbf{B}_3) \times \mathbf{n} = 0, \quad \mathbf{B}_3 \cdot \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega \times (0, T),
\end{equation}

here and in what follows, \( \mathbf{n} \) stands for the unit outward normal to the boundary \( \partial \Omega \) of the entire physical domain \( \Omega \), which consists of the inner core \( \Omega_1 \), the convection zone \( \Omega_2 \), and the outer exterior region \( \Omega_3 \). It should be mentioned that the shear near the solar surface, the effect of which is neglected in our interface solar dynamo model in section 6, may play an important role \[3\].

We shall use \( \Gamma_1 \) and \( \Gamma_2 \) to denote, respectively, the interface between the inner core and outer convection zone and between the convection zone and the outer exterior; see Figure 1. Since the magnetic diffusivity \( \beta(x) \) has jumps across the interfaces \( \Gamma_1 \) and \( \Gamma_2 \) the magnetic field must fulfill some physical interface conditions. We shall take the following standard physical jump conditions adopted in the geodynamo modelling across the interfaces:

\begin{equation}
[(\beta(x) \nabla \times \mathbf{B}) \times \mathbf{n}] = 0, \quad [\mathbf{B}] = 0 \quad \text{on} \quad (\Gamma_1 \cup \Gamma_2) \times (0, T),
\end{equation}

here and in what follows we use \([A]\) to denote the quantity of jumps of \( A \) across the interfaces, and \( \mathbf{n} \) is the outward normal of \( \partial \Omega_2 \).

Physically speaking, function \( f(x, t) \) and the convective flow \( \mathbf{u} \) in (1.4) appear only in the fluid shell region. We shall assume that the velocity \( \mathbf{u} \) is nonslip on the boundaries of the fluid shell, i.e., both \( f(x, t) \) and \( \mathbf{u} \) vanish on \( \Gamma_1 \) and \( \Gamma_2 \). Then by viewing \( f(x, t) \) and \( \mathbf{u} \) to be extended by zero onto the whole physical domain \( \Omega \), we can unify (1.4)--(1.5), (1.6)--(1.7), and (1.8)--(1.9) in three regions \( \Omega_1 \), \( \Omega_2 \), and \( \Omega_3 \) as the following mean-field dynamo system:

\begin{equation}
\frac{\partial \mathbf{B}}{\partial t} + \nabla \times (\beta(x) \nabla \times \mathbf{B}) = R_\alpha \nabla \times \left( \frac{f(x, t)}{1 + \sigma |\mathbf{B}|^2} \mathbf{B} \right) \\
+ R_m \nabla \times (\mathbf{u} \times \mathbf{B}) \quad \text{in} \quad \Omega \times (0, T)
\end{equation}

\begin{equation}
\nabla \cdot \mathbf{B} = 0 \quad \text{in} \quad \Omega \times (0, T),
\end{equation}

where \( \beta(x) \) represents the magnetic diffusivity \( \beta_1(x) \), \( \beta_2(x) \), and \( \beta_3(x) \) in \( \Omega_1 \), \( \Omega_2 \), and \( \Omega_3 \), respectively, with \( \beta_2(x) \) normalized to be 1, so \( \beta(x) \) is piecewise smooth and may have large jumps across the interfaces.

The rest of this paper is arranged as follows. Section 2 addresses the well-posedness of the mean-field dynamo system, which is then characterized in terms of a saddle-point type formulation in section 3 for the convenient approximation by finite element methods. The existing convergence theory on saddle-point systems is first generalized in section 4, and a fully discrete finite element method is then proposed and the stability and unique existence are studied. The convergence of the fully discrete scheme is established in section 5, for which the key steps are the introduction of a discrete projection operator and a modification of the Scott–Zhang operator as well as the derivations of their approximation error estimates for piecewise smooth functions. The application of the proposed numerical method to a solar interface dynamo is carried out in section 6. Finally some concluding remarks are given in section 7 to summarize the main contributions of the paper.

2. Well-posedness of the mean-field dynamo system. In this section, we shall investigate the existence, uniqueness, and stability of the solutions to the mean-field dynamo system (1.13)--(1.14) with the initial-boundary conditions (1.10)--(1.11)
and the interface conditions (1.12). Due to space limitations, some proof details may be omitted from time to time throughout the paper but can be found in [10].

2.1. Preliminaries. The most frequently used spaces in the subsequent analysis are the following two Sobolev spaces:

\[ H(\text{curl}; \Omega) = \left\{ \mathbf{A} \in L^2(\Omega)^3; \quad \text{curl}\mathbf{A} \in L^2(\Omega)^3 \right\}, \]

\[ H(\text{div}; \Omega) = \left\{ \mathbf{A} \in L^2(\Omega)^3; \quad \text{div}\mathbf{A} \in L^2(\Omega) \right\}, \]

as well as their subspaces

\[ H_0(\text{curl}; \Omega) = \left\{ \mathbf{A} \in L^2(\Omega)^3; \quad \text{curl}\mathbf{A} \in L^2(\Omega)^3, \quad \mathbf{A} \times \mathbf{n} = 0 \text{ on } \partial\Omega \right\}, \]

\[ H_0(\text{div}; \Omega) = \left\{ \mathbf{A} \in L^2(\Omega)^3; \quad \text{div}\mathbf{A} \in L^2(\Omega), \quad \mathbf{A} \cdot \mathbf{n} = 0 \text{ on } \partial\Omega \right\}, \]

equipped with the norms

\[ \|\mathbf{A}\|_{H(\text{curl}; \Omega)} = \left\{ \|\mathbf{A}\|^2 + \|\nabla \times \mathbf{A}\|^2 \right\}^{\frac{1}{2}}; \quad \|\mathbf{A}\|_{H(\text{div}; \Omega)} = \left\{ \|\mathbf{A}\|^2 + \|\nabla \cdot \mathbf{A}\|^2 \right\}^{\frac{1}{2}}. \]

In the case that the magnetic field is continuous across the interfaces, the intersection of the spaces \( H(\text{curl}; \Omega) \) and \( H(\text{div}; \Omega) \) is the natural Sobolev space to be adopted:

\[ H(\text{curl}, \text{div}; \Omega) = \left\{ \mathbf{A} \in L^2(\Omega)^3; \quad \text{curl}\mathbf{A} \in L^2(\Omega)^3, \quad \text{div}\mathbf{A} \in L^2(\Omega) \right\}, \]

\[ H_0(\text{curl}, \text{div}; \Omega) = \left\{ \mathbf{A} \in H(\text{curl}, \text{div}; \Omega); \quad \mathbf{A} \cdot \mathbf{n} = 0 \text{ on } \partial\Omega \right\}, \]

both equipped with the norm

\[ \|\mathbf{A}\|_{H(\text{curl}, \text{div}; \Omega)} = \left\{ \|\mathbf{A}\|^2 + \|\nabla \times \mathbf{A}\|^2 + \|\nabla \cdot \mathbf{A}\|^2 \right\}^{\frac{1}{2}}. \]

As the spaces \( H(\text{curl}, \text{div}; \Omega) \) and \( H_0(\text{curl}, \text{div}; \Omega) \) will be frequently used, we shall write

\[ H = H(\text{curl}, \text{div}; \Omega), \quad H_0 = H_0(\text{curl}, \text{div}; \Omega). \]

To treat the constraint equation \( \nabla \cdot \mathbf{B} = 0 \), we shall need the following subspace of \( H_0(\text{curl}, \text{div}; \Omega) \):

\[ V = \left\{ \mathbf{A} \in H_0(\text{curl}, \text{div}; \Omega); \quad \nabla \cdot \mathbf{A} = 0 \text{ in } \Omega \right\}. \]

Due to the smoothness of the spherical domain \( \Omega \), it is known that the space \( H_0(\text{curl}, \text{div}; \Omega) \) is equivalent to the usual Sobolev space \( H^1(\Omega)^3 \) (see, e.g., [18]). Therefore the Sobolev space \( V \) can also be written equivalently as

\[ V = \left\{ \mathbf{A} \in H^1(\Omega)^3; \quad \nabla \cdot \mathbf{A} = 0 \text{ in } \Omega, \quad \mathbf{A} \cdot \mathbf{n} = 0 \text{ on } \partial\Omega \right\}. \]
and the following equivalence holds:

\[
\|A\|_H^2 = \|A\|^2 + \|\nabla \times A\|^2 + \|\nabla \cdot A\| \lesssim \|A\|_1^2 \quad \forall A \in H_0.
\]

In the previous statement and what follows, \(\|\cdot\|_{s,O}\) are always used to stand for the norm in Sobolev space \(H^s(O)\) or \(H^s(\Omega)^3\) for any real number \(s \geq 0\) and open bounded domain \(O\). We will simply write \(\|\cdot\|_s\) when \(O = \Omega\) and \(\|\cdot\|\) when \(s = 0\). The notation \((\cdot, \cdot)\) is used for the scalar product in \(L^2(\Omega)\) or \(L^2(\Omega)^3\), while \(\langle \cdot, \cdot \rangle\) is used to denote the dual pairing between any two Hilbert spaces, and it is the extension of the scalar product \((\cdot, \cdot)\). For a nonnegative function \(\beta(x)\), we will often use the notation \(\|\cdot\|_{\beta} = (\beta \cdot \cdot)^{1/2}\). We may also write \(Q_T = \Omega \times (0, T)\) sometimes. In various estimates, we shall frequently use \(C\) to stand for a generic constant that is independent of the mesh size \(h\), time stepsize \(\tau\), and relevant functions involved.

We end this subsection with a collection of some auxiliary results and formulae for later use.

1. The space \(V\) in (2.1) is a closed subspace of \(H^1(\Omega)^3\); see [10].

2. Young’s inequality:

\[ab \leq \varepsilon a^2 + \frac{1}{4\varepsilon} b^2 \quad \forall a, b \in R^1 \quad \text{and} \quad \varepsilon > 0.
\]

3. Integration by parts formula which hold for \(B \in H(\text{curl}; \Omega), A \in H^1(\Omega)^3\) and \(q \in H^1(\Omega)\):

\[
\int_{\Omega} (\nabla \times B) \cdot A \, dx = \int_{\Omega} B \cdot (\nabla \times A) \, dx - \int_{\partial\Omega} (B \times n) \cdot A \, ds,
\]

\[
\int_{\Omega} (\nabla \cdot B) q \, dx = - \int_{\Omega} B \cdot \nabla q \, dx + \int_{\partial\Omega} (B \cdot n) q \, ds.
\]

4. Compact embedding lemma [32]. Suppose that \(X, B,\) and \(Y\) are Banach spaces satisfying \(X \subset B \subset Y\) with compact embedding \(X \rightarrow B\). Then for any \(q > 1\), each set bounded both in \(L^q(0, T; X)\) and \(W^{1,q}(0, T; Y)\) is relatively compact in the space \(L^q(0, T; B)\).

5. Gronwall’s inequality. Suppose \(h(t), g(t)\) are two nonnegative and square integrable functions on \([a, b]\), \(c(t)\) is nondecreasing, and

\[g(t) \leq c(t) + \int_a^t h(s) g(s) \, ds \quad \forall t \in [a, b],\]

then the following holds

\[g(t) \leq c(t) \exp \left(\int_a^t h(s) \, ds\right) \quad \forall t \in [a, b].\]

2.2. Well-posedness of the mean-field dynamo system. This section is mainly devoted to the well-posedness of the dynamo system (1.4)–(1.12). Due to the jumps in the coefficients, it is not desirable for the system to have classical type solutions. Instead, we shall seek the weak solutions to the mean-field system.

Let us first derive the variational formulation. By multiplying both sides of (1.13) by an \(A \in V\), integrating over \(\Omega\) and making use of formula (2.3) we obtain
\[ \int_{\Omega} \frac{\partial B}{\partial t} \cdot A \, dx + \sum_{i=1}^{3} \int_{\Omega} (\beta \nabla \times B) \cdot (\nabla \times A) \, dx - \sum_{i=1}^{3} \int_{\partial \Omega} (\beta \nabla \times B) \times n_i \cdot A \, ds \]

\[ = Ra \sum_{i=1}^{3} \int_{\Omega} \left( \frac{f}{1 + \sigma|B|^2} B \right) \cdot (\nabla \times A) \, dx - Ra \sum_{i=1}^{3} \int_{\partial \Omega} \left( \frac{f}{1 + \sigma|B|^2} B \times n_i \right) \cdot A \, ds \]

\[ + Rm \sum_{i=1}^{3} \int_{\Omega} (u \times B) \cdot (\nabla \times A) \, dx - Rm \sum_{i=1}^{3} \int_{\partial \Omega} (u \times B) \times n_i \cdot A \, ds \, . \]

Using the boundary and interface conditions (1.11) and (1.12), we deduce the variational formulation for the dynamo system (1.10)–(1.14).

Find \( B(t) \in V \) such that \( B(0) = B_0 \) and for almost all \( t \in (0, T) \),

\[ (B'(t), A) + (\beta \nabla \times B(t), \nabla \times A) \]

\[ = Ra \left( \frac{f(t)}{1 + \sigma|B(t)|^2} B(t), \nabla \times A \right) + Rm (u(t) \times B(t), \nabla \times A) \quad \forall A \in V, \]

here and in what follows, functions of \( x \) and \( t \) may be written as functions of \( t \) only for simplicity.

The following theorem summarizes the well-posedness of the system (2.5).

**Theorem 2.1.** Assume that \( B_0 \in V \), \( f \in H^1(0, T; L^\infty(\Omega)) \) and \( u \in H^1(0, T; L^\infty(\Omega)) \). Then there exists a unique solution \( B \) to the system (2.5) with the regularity

\[ B \in L^\infty(0, T; V) \cap H^1(0, T; L^2(\Omega)), \]

and the solution \( B \) is stable with the following stability estimate:

\[ \|B\|_{L^\infty(0, T; V)} + \|B\|_{H^1(0, T; L^2(\Omega))} \]

\[ \leq C (\|\nabla \times B(0)\|^2 + \|B(0)\|^2) \max_{0 \leq t \leq T} \left( \|f(t)\|_{L^\infty(\Omega)}^2 + \|u(t)\|_{L^2(\Omega)}^2 \right) \]

\[ \cdot \exp \left( C \int_0^T \left( \|f(t)\|_{L^\infty(\Omega)}^2 + \|f'(t)\|_{L^\infty(\Omega)}^2 + \|u(t)\|_{L^\infty(\Omega)}^2 + \|u'(t)\|_{L^\infty(\Omega)}^2 \right) \, dt \right), \]

where the constant \( C \) depends only on the magnetic diffusivity coefficient \( \beta(x) \).

**Proof.** We shall only outline the proof and refer to [10] for the details. As \( H^1(\Omega) \) is separable, we know that \( V \) is separable. Let \( \{w_k\}_{k=1}^{\infty} \) be a base of \( V \), and

\[ V_m = \{w_1, w_2, \ldots, w_m\}, \quad m = 1, 2, 3, \ldots \]

Choose \( \psi_m \in V_m \) such that \( \psi_m \to B_0 \) in \( V \). Then we consider the following approximation of the problem (2.5): Find \( B_m(t) \in V_m \) such that \( B_m(0) = \psi_m \) and for any \( A \in V_m , \)

\[ (B'_m(t), A) + (\beta \nabla \times B_m(t), \nabla \times A) \]

\[ = Ra \left( \frac{f}{1 + \sigma|B_m|^2} B_m(t), \nabla \times A \right) + Rm (u \times B_m(t), \nabla \times A) \, . \]

We claim that the sequence \( \{B_m(t)\} \) is well defined. To see this, we write

\[ B_m(t) = \sum_{j=1}^{m} \alpha_{j,m}(t) w_j, \quad \psi_m = \sum_{j=1}^{m} \gamma_{j,m} w_j \]
and substitute into (2.8) to get

\[ M \frac{d\alpha_m}{dt} = G(\alpha_m, t) \quad \text{with} \quad \alpha_m(0) = \gamma_m, \tag{2.9} \]

where \( M = (m_{ij}) \) with \( m_{ij} = (w_j, w_i) \), \( G(\alpha_m, t) \) is a vector-valued function of \( \alpha_m \) and \( t \), and

\[ \gamma_m(t) = (\gamma_{1,m}, \gamma_{2,m}, \ldots, \gamma_{m,m})^t, \quad \alpha_m(t) = (\alpha_{1,m}, \alpha_{2,m}, \ldots, \alpha_{m,m})^t. \]

As \( \{w_m\} \) is linearly independent, the matrix \( M \) is symmetric and positive definite, so it is invertible. Then using the Lipschitz continuity of \( G(\alpha_m, t) \) with respect to \( \alpha_m \), and our subsequent a priori estimates on the solutions to the system (2.8) that ensures the boundedness of \( B \), one can obtain

\[ \|B_m\|_{L^\infty(0,T;L^2(\Omega)^3)} + \|\nabla \times B_m\|_{L^2(0,T;L^2(\Omega))} \leq \|B_m(0)\|_0^2 \exp\left( C \int_0^T \left\{ \|f(t)\|_{L^\infty(\Omega)}^2 + \|u(t)\|_{L^\infty(\Omega)}^2 \right\} dt \right). \tag{2.10} \]

On the other hand, letting \( A = B'_m(t) \) in (2.8), then integrating over \((0,t)\) and using the Gronwall’s inequality, we have

\[ \|B'_m\|_{L^2(Q_T)}^2 + \|\nabla \times B_m\|_{L^\infty(0,T;L^2(\Omega)^3)}^2 \leq \|B(0)\|^2 \exp\left( C \left\{ \|f\|_{L^\infty(Q_T)}^2 + \|u\|_{L^\infty(Q_T)}^2 \right\} \right) \tag{2.11} \]

\[ \cdot \exp\left( C \int_0^T \left\{ \|f(t)\|_{L^\infty(\Omega)}^2 + \|f'(t)\|_{L^\infty(\Omega)}^2 + \|u(t)\|_{L^\infty(\Omega)}^2 + \|u'(t)\|_{L^\infty(\Omega)}^2 \right\} dt \right). \]

Using the estimates (2.10)–(2.11), we can extract a subsequence \( \{B_n\} \) from \( \{B_m\} \) such that

\[ B_n \to B \quad \text{weakly star in} \quad L^\infty(0,T;V); \quad B'_n \to \bar{B} \quad \text{weakly in} \quad L^2(0,T;L^2(\Omega)^3). \tag{2.12} \]

By the compact embedding lemma of subsection 2.1, we know that \( H^1(0,T;V') \cap L^2(0,T;V) \) is compactly embedded in \( L^2(0,T;L^2(\Omega)^3) \), so we have

\[ B_n \to B \quad \text{in} \quad L^2(0,T;L^2(\Omega)^3). \tag{2.13} \]

We can show that this \( B(t) \) solves the system (2.5). Therefore (2.5) has at least one solution \( B \), which has the regularity (2.6). \( \square \)

3. Characterization of the dynamo system in terms of a saddle-point type problem. The Sobolev space \( V \) in the weak formulation (2.5) involves the solenoidal functions, and it is well known that the solenoidal conditions are difficult to enforce in finite element spaces, especially in three dimensions. Hence the variational formulation (2.5) is inconvenient and ineffective for the use in a fully discrete finite element approximation. Instead, we shall transform the variational problem (2.5) into an equivalent saddle-point type system, which can be more easily adopted for its approximations by finite element methods.
3.1. Characterization of solenoidal functions. Let $\mathcal{D}(\Omega)$ be the set of all infinitely differentiable functions with compact supports in $\Omega$, and $\mathcal{V}$ be the subspace of $\mathcal{D}$ with all solenoidal functions:

$$
\mathcal{V} = \left\{ w \in \mathcal{D}(\Omega); \text{div} w = 0 \text{ in } \Omega \right\}.
$$

We start with the characterization of the gradient of a distribution. For any distribution function $p$ in $\Omega$, written as $p \in \mathcal{D}'(\Omega)$, it is easy to verify that

$$
\langle \nabla p, w \rangle = -\sum_{i=1}^{n} \langle \partial_{x_i} p, w_i \rangle = \langle p, \nabla \cdot w \rangle = 0 \quad \forall w \in \mathcal{V}.
$$

That is, $\nabla p$ lies in the polar set of $\mathcal{V}$. The following lemma indicates that the converse of this property is also true (cf. [18]).

**Lemma 3.1.** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$ and $f = (f_1, f_2, \ldots, f_n)^t$ with $f_i \in \mathcal{D}'(\Omega)$. Then $f = \nabla p$ for some $p \in \mathcal{D}'(\Omega)$ if and only if

$$
\langle f, w \rangle = 0 \quad \forall w \in \mathcal{V}.
$$

If $\partial_{x_i} p \in H^{-1}(\Omega)$, then $p \in L^2(\Omega)$ and

$$
\|p\|_{L^2(\Omega)/R} \leq C(\Omega)\|\nabla p\|_{H^{-1}(\Omega)}.
$$

Moreover, if $\partial_{x_i} p \in L^2(\Omega)$, then $p, \nabla p \in L^2(\Omega)$ and

$$
\|p\|_{L^2(\Omega)/R} \leq C(\Omega)\|\nabla p\|_{L^2(\Omega)}.
$$

3.2. Saddle-point formulation of the mean-field dynamo system. In this subsection, we are going to show that the solution $B(t)$ of the system (2.5) also solves the following saddle-point type problem for some $p \in L^2(0, T; L^2(\Omega))$:

$$
\frac{\partial B}{\partial t} + \nabla \times (\beta(x) \nabla \times B) + \nabla p = R_{\alpha} \nabla \times \left( \frac{f(x, t)}{1 + |B|^2} B \right) + R_{m} \nabla \times (u \times B) \quad \text{in } \Omega \times (0, T); \tag{3.1}
$$

$$
\nabla \cdot B = 0 \quad \text{in } \Omega \times (0, T), \tag{3.2}
$$

where a pressure-like term, namely a Lagrange multiplier $p$, is introduced in (3.1) to ensure that the divergence condition (3.2) is satisfied. This formulation is done purely for the convenience of the subsequent construction of some stable and convergent finite element approximations; the approach is widely employed in numerical solutions of Maxwell equations (see, e.g., [2]).

To do so, we introduce

$$
\tilde{B}(t) = \int_0^t B(t) dt, \quad \tilde{F}(t) = \int_0^t \frac{f}{1 + |B|^2} B(t) dt, \quad \tilde{U}(t) = \int_0^t u(t) \times B(t) dt.
$$

Using the regularity of $B(t)$ from Theorem 2.1 we have

$$
\tilde{B}(t) \in H^1(0, T; \mathcal{V}), \quad \tilde{F}(t) \in H^1(0, T; L^2(\Omega)^3), \quad \tilde{U}(t) \in H^1(0, T; \mathcal{V}).
$$
Clearly, both $\dot{B}(t)$ and $\dot{F}(t)$ are absolutely continuous with respect to $t$ as $B(t)$ and $\int B(t)/(1 + \sigma |B|^2)$ are integrable in $L^1(0, T)$, and we have

$$
\dot{B}'(t) = B(t), \quad \dot{F}'(t) = \frac{\int f}{1 + \sigma |B|^2} B(t), \quad \dot{U}'(t) = u \times B(t).
$$

Now, integrating both sides of (2.5), we obtain for all $t \in [0, T]$ and $A \in V$ that

$$(3.3) \quad \langle B(t) - B_0, A \rangle + \langle \beta \nabla \times \dot{B}(t), \nabla \times A \rangle + R_\alpha \langle \dot{F}(t), \nabla \times A \rangle + R_m \langle \dot{U}, \nabla \times A \rangle = 0 \quad \forall A \in V,
$$

this with Lemma 3.1 indicates that there exists a $P(t) \in L^2(\Omega)$, for every $t \in [0, T]$, such that

$$(3.4) \quad \dot{B}(t) - B_0 + \nabla \times (\beta \nabla \times B(t)) + \nabla P(t) = R_\alpha \nabla \times \dot{F}(t) + R_m \nabla \times \dot{U}(t),$$

or we can write

$$(3.5) \quad \nabla P(t) = B_0 - B(t) - \nabla \times (\beta \nabla \times B(t)) + R_\alpha \nabla \times \dot{F}(t) + R_m \nabla \times \dot{U}(t).$$

Noting the right-hand side of (3.5) lies in $(H_0(\text{curl}, \text{div}; \Omega))'$, we have

$$(3.6) \quad \nabla P(t) \in H^1(0, T; H_0(\text{curl}, \text{div}; \Omega))' \subset H^1(0, T; H^{-1}(\Omega)),
$$

then by Lemma 3.1 we obtain

$$
\|P(t)\|_{L^2(\Omega)} \leq C \|\nabla P(t)\|_{H^{-1}(\Omega)} \quad \forall t \in [0, T],
$$

this proves $P(t) \in H^1(0, T; L^2(\Omega))$.

Now (3.1) follows immediately by letting $p(t) = \frac{\partial P(t)}{\partial t}$ and differentiating (3.4) with respect to $t$, and $p(t) \in L^2(0, T; L^2(\Omega))$.

Adding a term $\gamma (\nabla \cdot B, \nabla \cdot A)$ for some constant $\gamma > 0$ in (2.5), an important stabilization term in the subsequent numerical approximation, we are then led to the following theorem.

**Theorem 3.1.** The system (2.5) is equivalent to the following variational problem:

**Find** $B(t) \in H_0 = H_0(\text{curl}, \text{div}; \Omega)$ and $p(t) \in L^2(\Omega)$ such that $B(0) = B_0$ and

$$
\begin{cases}
(\dot{B}'(t), A) + (\beta \nabla \times \dot{B}(t), \nabla \times A) + \gamma (\nabla \cdot B(t), \nabla \cdot A) + (p, \nabla \cdot A) \\
(\dot{U}, q) = 0 \quad \forall q \in L_0^2(\Omega)
\end{cases}
$$

for a.e. $t \in (0, T)$. Moreover, we have the following stability estimates for the solution $(B, p)$:

$$(3.8) \quad \|B\|_{L^\infty(0, T; V)} + \|B\|_{H^1(0, T; L^2(\Omega))} + \|p\|_{L^2(0, T; L_0^2(\Omega))} 
\leq C \left( \|\nabla \times B(0)\|^2 + \|B(0)\|^2 \max_{0 \leq t \leq T} (\|f(t)\|^2_{L^\infty(\Omega)} + \|u(t)\|^2_{L^\infty(\Omega)}) \right. \\
\left. \cdot \exp \left( C \int_0^T \left\{ \|f(t)\|^2_{L^\infty(\Omega)} + \|f'(t)\|^2_{L^\infty(\Omega)} + \|u(t)\|^2_{L^\infty(\Omega)} + \|u'(t)\|^2_{L^\infty(\Omega)} \right\} dt \right). \right.$$
Letting $b$ which gives we shall make use of the standard Lagrange nodal finite element methods. As in other nondynamo modelling systems. This fact makes the edge element methods magnetic field across the interfaces (see (1.12)), not just the tangential components of the fields. But the nonlinear geodynamo system of our current interest requires the continuity of all the components of the magnetic field across the interfaces (see (1.12)), not just the tangential components as in other nondynamo modelling systems. This fact makes the edge element methods inconvenient for the approximation of the geodynamo system (1.4)–(1.12). Instead we shall make use of the standard Lagrange nodal finite element methods.

Proof. From the previous derivations, we know the solution $(B, p)$ to (2.5) also satisfies (3.1)–(3.2). Then using the interface conditions (1.12), we can directly derive (3.7) from (3.1)–(3.2) by integration by parts. On the other hand, one can readily check by integration by parts that a solution $(B, p)$ of (3.7) is a solution of (3.1)–(3.2) or (2.5). This proves the equivalence of (2.5) and (3.7).

The uniqueness of the solutions to (3.7) can be done similarly to the proof of Theorem 2.1 (cf. [10]).

The estimates of the first two terms on the left-hand side of (3.8) follow from Theorem 2.1. We next derive the estimate of the last term on the left of (3.8) for $p$. For this, we introduce a $\phi \in H^1(\Omega) \cap L^2_0(\Omega)$ which satisfies

$$\Delta \phi = p \quad \text{in } \Omega; \quad \frac{\partial \phi}{\partial n} = 0 \quad \text{on } \partial \Omega.$$  

Then it is easy to see by Poincare’s inequality that

$$\|\nabla \phi\|^2 \leq \|\phi\| \|p\| \leq C\|p\| \|\nabla \phi\|,$$

which gives

$$\|\nabla \phi\| \leq C \|p\|.$$  

Letting $b(A, q) = \int_{\Omega} q \nabla \cdot A \, dx$ for any $A \in H_0$ and $q \in L^2_0(\Omega)$, then we take a special $A = \nabla \phi$. It is easy to verify that $A \in H_0$, and

$$(3.9) \quad \|A\|_{H_0(\text{curl div};\Omega)} = \left(\|\nabla \phi\|^2 + \|p\|^2\right)^{\frac{1}{2}} \leq C\|p\|,$$

$$\begin{align*}
(3.10) \quad b(A, p) &= \frac{(p, p)}{\|A\|_{H_0}} \geq C\|p\|.
\end{align*}$$

But we know from (3.7) that

$$b(A, p) = R_a \left(\frac{f}{1 + \sigma |B|^2} B(t), \nabla \times A\right) + R_m \left(u \times B(t), \nabla \times A\right)$$

$$- (B'(t), A) - (\beta \nabla \times B(t), \nabla \times A),$$

from which and the Cauchy–Schwarz inequality, we obtain

$$b(A, p) \leq R_a \|f(t)\|_{L^\infty(\Omega)} \|B(t)\| \|\nabla \times A\| + R_m \|u \times B(t)\| \|\nabla \times A\|$$

$$+ \|B'(t)\| \|A\| + \|\nabla \times B(t)\|\beta \|\nabla \times A\|\beta$$

$$\leq C \left(\|f(t)\|_{L^\infty(\Omega)} \|B(t)\| + \|u(t)\|_{L^\infty(\Omega)} \|B(t)\| + \|B'(t)\| + \|\nabla \times B(t)\|\right) \|A\|_{H_0}.$$  

Now the estimate for $p$ follows from this, (3.10), and the estimates of first two terms in (3.8).  

4. Finite element approximations. In this section we shall address the finite element approximation of the nonlinear dynamo system (1.4)–(1.12), based on its saddle-point type variational formulation (3.7). As we know, the so-called edge element methods are widely used in numerical solutions of the Maxwell systems [12, 13, 14]. Their main advantages lie in the convenience to incorporate the divergence constraints implicitly and the easy satisfaction of the usual interface conditions which involve tangential components of the fields. But the nonlinear geodynamo system of our current interest requires the continuity of all the components of the magnetic field across the interfaces (see (1.12)), not just the tangential components as in other nondynamo modelling systems. This fact makes the edge element methods inconvenient for the approximation of the geodynamo system (1.4)–(1.12). Instead we shall make use of the standard Lagrange nodal finite element methods.
4.1. Saddle-point system and its approximation. We first recall some existing well-posedness about the general saddle-point system and its approximation. Let \( X \) and \( M \) be two Hilbert spaces, with scalar products \((\cdot, \cdot)_X\) and \((\cdot, \cdot)_M\), respectively, and \( a(v, w) \) and \( b(v, q) \) be two continuous bilinear forms on \( X \times X \) and \( X \times M \), i.e., there exist two positive constants \( ||a|| \) and \( ||b|| \) such that

\[
|a(v, w)| \leq ||a|| ||v||_X ||w||_X \quad \forall v, w \in X,
\]
\[
|b(v, q)| \leq ||b|| ||v||_X ||q||_M \quad \forall v \in X, q \in M.
\]

We shall need the kernel space \( V \) associated with \( b(\cdot, \cdot) \) and the polar set of \( V \):

\[
V = \{ w \in X; b(w, q) = 0 \quad \forall q \in M \}, \quad V^0 = \{ g \in X'; \langle g, v \rangle = 0 \quad \forall v \in X \}.
\]

Consider the saddle-point system: Find \((u, p) \in X \times M\) such that

\[
a(u, v) + b(v, p) = f(v) \quad \forall v \in X,
\]
\[
b(u, q) = g(q) \quad \forall q \in M,
\]

where \( f \in X' \) and \( g \in M' \). The following well-posedness results about this saddle-point system can be found in \([6, 18]\).

**Lemma 4.1.** Assume (4.1) and (4.2), and

\[
\sup_{w \in V} \frac{a(v, w)}{||w||_X} \geq \alpha ||v||_X \quad \forall v \in V;
\]
\[
\sup_{v \in V} a(v, w) > 0 \quad \forall w \in V, \ w \neq 0,
\]
\[
\sup_{v \in X} \frac{b(v, q)}{||v||_X ||q||_M} \geq \beta \quad \forall q \in M, \ q \neq 0.
\]

Then there exists a unique solution \((u, p) \in X \times M\) to the saddle-point problem (4.3)–(4.4).

Now we discuss the approximation of the saddle-point system (4.3)–(4.4). Let \( X_h \subset X \) and \( M_h \subset M \) be two finite dimensional spaces, and define

\[
V_h = \{ w_h \in X_h; b(w_h, q_h) = 0 \quad \forall q_h \in M_h \}.
\]

We then introduce a bilinear form \( a_h(\cdot, \cdot) \) defined on \( X_h \times M_h \) satisfying

\[
a_h(v_h, v_h) \geq \alpha^* ||v_h||^2_X \quad \forall v_h \in V_h,
\]
\[
|a_h(v_h, w_h)| \leq ||a_h|| ||v_h||_X ||w_h||_X \quad \forall v_h, w_h \in X_h
\]

for two positive constants \( \alpha^* \) and \( ||a_h|| \). In our later applications, \( a_h(\cdot, \cdot) \) comes from some approximation of \( a(\cdot, \cdot) \) and is formed from \( a(\cdot, \cdot) \) in such a way that numerical integrations on polyhedra with curved faces are replaced by much easier integrations on polyhedra with planar faces.

Then we introduce the approximation of the saddle-point system (4.3)–(4.4).

Find \((u_h, p_h) \in X_h \times M_h\) such that

\[
a_h(u_h, v_h) + b(v_h, p_h) = f(v_h) \quad \forall v_h \in X_h
\]
\[
b(u_h, q_h) = g(q_h) \quad \forall q_h \in M_h.
\]
We have the following convergence theorem (cf. [6]), whose detailed proof can be found in [10].

**Theorem 4.1.** In addition to the assumptions (4.8)–(4.9), we assume that the inf-sup condition

$$
\sup_{v_h \in X_h} \frac{b(v_h, q_h)}{\|v_h\|_X \|q_h\|_M} \geq \beta^* \quad \forall q_h \in M_h, \; q_h \neq 0.
$$

is also satisfied. Then the system (4.10)–(4.11) has a unique solution \((u_h, p_h) \in X_h \times M_h\) and the following error estimate holds:

$$
\|u - u_h\|_X \leq \left(1 + \frac{|a_h|}{\alpha^*}\right) \left(1 + \frac{|b|}{\beta^*}\right) \inf_{v_h \in X_h} \|u - v_h\|_X + \|b\| \inf_{\mu_h \in M_h} \|p - \mu_h\|_M
$$

$$
+ \frac{1}{\alpha^*} \sup_{v_h \in V_h} \frac{a(u, v_h) - a_h(u, v_h)}{\|v_h\|_X}.
$$

### 4.2. A fully discrete finite element method and its stability.

In this section, we will propose a fully discrete finite element method for the variational system (3.7). For this purpose, we have to approximate the problem in both time and space. We shall use the backward Euler scheme for time discretization and the popular Hood–Taylor finite elements (cf. [20]) for space discretization.

We start with the partition of the time interval \([0, T]\) and the triangulation of the physical spherical domain \(\Omega\). We divide the time interval \([0, T]\) into \(M\) equally spaced subintervals using the following nodal points:

$$
0 = t_0 < t_1 < t_2 < \cdots < t_M = T,
$$

where \(t_n = n \tau\) for \(n = 0, 1, \ldots, M\) and \(\tau = T/M\). For any given discrete time sequence \(\{u^n\}_{n=0}^M\) with each \(u^n\) lying in \(L^2(\Omega)\) or \(L^2(\Omega)^3\), we define the first order backward finite differences and the averages as follows:

$$
\partial_t u^n = \frac{u^n - u^{n-1}}{\tau}, \quad \bar{u}^n = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} u(\cdot, s) ds.
$$

If \(u(x, t)\) is a function which is continuous with respect to \(t\), we shall often write \(u^n(\cdot) = u(\cdot, t_n)\) for \(n = 0, 1, \ldots, M\). For the ease of exposition, we may also use the function values for \(t \leq 0\), by assuming the convention that \(u(x, t) = u(x, 0)\) for all \(t \leq 0\).

We now introduce the triangulation of the domain \(\Omega\), consisting of the inner core \(\Omega_1\), the outer core \(\Omega_2\), and the exterior zone \(\Omega_3\). For the sake of technical treatments, we shall assume that the outer boundary of the exterior zone \(\Omega_3\) is a closed convex polygon; the actual curved boundary case can be treated in the same manner as we handle this in and next section the curved interfaces \(\Gamma_1\) and \(\Gamma_2\); see Figure 1.

We first triangulate the inner core \(\Omega_1\) using a quasi-uniform triangulation \(T_h^1\) with tetrahedral elements of mesh size \(h\), which form a polyhedral domain \(\Omega_h^1 \subset \Omega_1\). The triangulation is done such that the boundary vertices of \(\Omega_h^1\) all lie on the boundary of \(\Omega_1\).

Then we triangulate the exterior zone \(\Omega_3\) using a triangulation \(T_h^3\) with tetrahedral elements, which form a polyhedral domain \(\Omega_h^3\). The triangulation is done such that all the vertices on the outer polygonal boundary \(\partial \Omega\) are also vertices of \(\Omega_h^3\), and the inner boundary vertices of \(\Omega_h^3\) all lie on the inner boundary of \(\Omega_3\).
Finally we triangulate the outer core $\Omega_2$ using a triangulation $T_h^2$ with tetrahedral elements, which form a polyhedral domain $\Omega_h^2$. The triangulation is done such that all the vertices on the outer boundary of $\Omega_h^2$ match those vertices on the inner boundary of $\Omega_h^3$, while all the vertices on the inner boundary of $\Omega_h^2$ match the boundary vertices of $\Omega_h^1$.

Now the three individual triangulations $T_h^1$, $T_h^2$, and $T_h^3$ form a global triangulation $T_h$ of $\Omega$. By $N_h$ we shall denote the set of all the nodal points of the triangulation $T_h$, and by $F_h$ the set of all faces of elements in $T_h$.

For convenience, any element $K$ of $T_h$ whose interior has nonempty intersection with the interface $\Gamma_1$ and $\Gamma_2$ will be called an interface element. The set of all interface elements is denoted by $T_h^\ast$.

Let us introduce some notation needed in the subsequent error estimates. For each interface element $K \in T_h^\ast$, we know that $K$ must lie either in $\Omega_h^2$ or $\Omega_h^3$ according to the construction of the triangulation $T_h$. And each interface element $K$ is divided by the interface into two parts, written as $K_1$ and $K_2$. Since the interfaces $\Gamma_1$ and $\Gamma_2$ are smooth spheric surfaces, one can show (cf. [17]) that one of the two parts $K_1$ and $K_2$, denoted always by $K$, has a volume of order $h_K$, that is,

$$|K| \approx h_K^d.$$  

Here and in what follows, we shall often use the symbols $\lesssim$ and $\gtrsim$, and $x \lesssim y$ means that $x \leq Cy$ for some generic constant $C$, and $x \gtrsim y$ means $x \lesssim y$ and $y \gtrsim x$.

Also we may absorb in the generic constant $C$ the upper and lower bounds $\beta_m$, $\beta_M$, $f_m$, and $u_M$ of the functions $\beta(x)$, $f(x,t)$, and $u(x,t)$ over $\Omega \times (0,T)$:

$$\beta_m \leq \beta(x) \leq \beta_M; \quad |f(x,t)|, |f_t(x,t)| \leq f_M; \quad |u(x,t)|, |u_t(x,t)| \leq u_M.$$  

Noting the coefficient $\beta(x)$ in (1.13) has large jumps across the interfaces $\Gamma_1$ and $\Gamma_2$, hence it may be strongly discontinuous inside each interface element $K \in T_h^\ast$, namely when crossing the (curved) common face of two curved polyhedra parts $K_1$ and $K_2$ of $K$. To avoid numerical integrations on polyhedra with curved faces in forming the finite element stiffness matrix, we introduce the following approximations of the coefficients $\beta(x)$, $f(x,t)$, and $u(x,t)$:

$$\begin{align*}
\beta_h(x) &= \beta(x), \quad x \in K \in T_h \setminus T_h^\ast; \quad \beta_h(x) = \beta_i(x), \quad x \in K \in T_h^\ast \cap \Omega_h^i \quad (i = 2 \text{ or } 3), \\
f_h(x,t) &= \begin{cases} 0, & x \in K \in T_h^\ast \cap \Omega_h^i; \\
|f(x,t)|, & \text{otherwise} \end{cases} \\
u_h(x,t) &= \begin{cases} 0, & x \in K \in T_h^\ast \cap \Omega_h^i; \\
u(x,t), & \text{otherwise} \end{cases}
\end{align*}$$

We shall use the Hood–Taylor finite elements (cf. [18, 15, 33]) to approximate the system (3.7), namely the piecewise quadratic polynomials for the magnetic field $B$ and the piecewise linear polynomials for the Lagrange multiplier $p$. These spaces can be defined as follows:

$$\begin{align*}
H_h &= \left\{ w \in C(\bar{\Omega}) : w|_K \in P_2(K)^3 \quad \forall \ K \in T_h \right\}, \\
H_{0h} &= \left\{ w \in H_h; \ w \cdot n_F = 0 \ \forall \ F \in F_h \cap \partial \Omega \right\}, \\
Q_h &= \left\{ q_h \in C(\bar{\Omega}); \ q_h|_K \in P_1(K) \quad \forall \ K \in T_h \right\},
\end{align*}$$

where $n_F$ is the unit normal vector of a face $F \in F_h$. And the following subspaces of $H_{0h}$ and $Q_h$ will be also needed:

$$\begin{align*}
\tilde{H}_{0h} &= \left\{ w_h \in H_{0h}; \ w_h = 0 \text{ on } \partial \Omega \right\}, \\
Q_{0h} &= \left\{ q_h \in Q_h; \ \int_{\Omega} q_h dx = 0 \right\}.
\end{align*}$$
Now, we are ready to propose the fully discrete finite element approximation of the variational problem (3.7) using the approximate functions \( \beta_h, f_h, \) and \( u_h. \)

Find \( B^n_h \in H_{0h}, p^n_h \in Q_{0h} \) for \( n = 1, 2, \ldots, M \) such that \( B^n_h = S_h B_0 \) and

\[
(4.15) \begin{cases}
(\partial_t B^n_h, A_h) + (\beta_h \nabla \times B^n_h, \nabla \times A_h) + \gamma (\nabla \cdot B^n_h, \nabla \cdot A_h) + (p^n_h, \nabla \cdot A_h) \\
= R_a \left( \frac{h^n}{1 + \sigma |B^n_h|^2} \right) B^n_h, (\nabla \times A_h) + R_m (u^n_h \times B^n_h, \nabla \times A_h) \quad \forall A_h \in H_{0h}; \\
(\nabla \cdot B^n_h, q_h) = 0 \quad \forall q_h \in Q_{0h},
\end{cases}
\]

where \( S_h \) is the modified Scott-Zhang interpolation to be defined in section 5. One may replace \( S_h \) here by the computationally less expensive standard interpolation operator \( \Pi_h \) induced by the finite element space \( H_h, \) but as it will be seen in the subsequent analysis, with \( \Pi_h \) one requires a stronger regularity on the initial data \( B_0. \)

We remark that the discrete system (4.15) cannot ensure \( \nabla \cdot B^n_h = 0, \) different from the continuous case. The next lemma verifies the well-posedness of the fully discrete scheme (4.15).

**Lemma 4.2.** There exists a unique solution \( (B^n_h, p^n_h) \) to the discrete system (4.15) for each fixed \( n \) \( (1 \leq n \leq M) \) and the sequence \( \{B^n_h\}_{n=0}^M \) has the following stability estimates:

\[
(4.16) \quad \max_{1 \leq n \leq M} \|B^n_h\|^2 + \tau \sum_{n=1}^M (\|\nabla \times B^n_h\|^2 + \|\nabla \cdot B^n_h\|^2) \leq \|B_0^n\|^2.
\]

**Proof.** Inequality (4.16) follows by taking \( A_h = \tau B^n_h \) in (4.15) and the discrete Gronwall’s inequality.

We now verify the existence of solutions to (4.15) for each fixed \( n = T/M \) and \( h \) by applying the Brouwer fixed point theorem. To this aim, we define a mapping

\[
F_h : (B_h, p_h) \to (B_h, p_h)
\]

by

\[
(4.17) \begin{cases}
\tilde{a}_h(B_h, A_h) + \tilde{b}(A_h, p_h) = \tilde{g}(B_h, A_h) \quad \forall A_h \in H_{0h}, \\
\tilde{b}(B_h, q_h) = 0 \quad \forall q_h \in Q_{0h},
\end{cases}
\]

where \( \tilde{a}_h, \tilde{b} \) and \( \tilde{g} \) are given by

\[
\tilde{a}_h(B, A) = (B, A) + (\beta \nabla \times B, \nabla \times A) + \gamma (\nabla \cdot B, \nabla \cdot A), \quad \tilde{b}(A, q) = \tau (q, \nabla \cdot A),
\]

\[
\tilde{g}(B, A) = (B^{n-1}_h, A) + \tau R_a \left( \frac{f^n}{1 + \sigma |B^n_h|^2} B, \nabla \times A \right) + \tau R_m (u^n_h \times B, \nabla \times A).
\]

By applying Theorem 4.1 one can show that the mapping \( F_h \) is well defined; see [10] for details.

We next show that \( F_h \) maps a bounded subset of \( H_{0h} \times Q_{0h} \) into itself. In fact, taking \( A_h = B_h \) in the first equation of (4.17), using the second equation and Young’s inequality we can obtain

\[
\|B_h^n\|^2 + \tau \|\nabla \times B_h\|^2 \leq \|B^{n-1}_h\|^2 + \frac{2\tau}{\beta_m} (R_a f^2 + 4 R_m u^2) \|B_h\|^2.
\]

Thus for any \( B_h \) lying in the ball \( B(0, r_0) = \{A_h; \|A_h\|_{H_0} \leq r_0 \} \) with \( r_0 = \sqrt{2\|B^{n-1}_h\|}, \) we have

\[
\|B_h^n\|^2 + \tau \|\nabla \times B_h\|^2 \leq \|A_h\|_{H_0} \leq r_0.
\]
when \( \tau \) is appropriately small such that \( 4\tau(R^2_M f_M^2 + 4R_m^2 u_M^2) \leq \beta_m \). Next we show that \( p_h \) lies in the ball \( B(0, \bar{r}_0) \) with
\[
\bar{r}_0 = C_0^{-1}\left(\frac{2}{\tau} + \frac{\sqrt{7} + \sqrt{3M}}{\sqrt{2}} + R_a f_M + 2R_m u_M\right)r_0.
\]
To see this, for any \( A_h \in H_{0h} \), we obtain from (4.17) using the Cauchy–Schwarz inequality that
\[
\tau(\nabla \cdot A_h, p_h) \leq \left(\|B_h\| + \tau\beta M^{1/2}\|\nabla \times B_h\|\beta + \gamma\tau\|\nabla \cdot B_h\|\right)
\]
\[
+ \left(\|B_h^{n-1}\| + \tau R_a f_M\|B_h\| + 2\tau R_m u_M\|B_h\|\right)\|A_h\|_{H_0}.
\]
This, combined with the \( \inf\text{-}\sup \) condition for \( \bar{b}(\cdot, \cdot) \) (cf. [10]), leads to the conclusion that \( p_h \) lies in the ball \( B(0, \bar{r}_0) \). Thus we have proved that \( F_h \) maps the bounded subset \( B(0, r_0) \times B(0, \bar{r}_0) \) of \( H_{0h} \times Q_{0h} \) into itself. Therefore by the Brouwer fixed point theorem, \( F_h \) has a fixed point \( (B_h, p_h) \in B(0, \bar{r}_0) \times B(0, \bar{r}_0) \). This proves the existence of solutions to the system (4.15).

The uniqueness of the solutions can be shown in the same manner as in Theorem 3.1. \( \square \)


This section will be devoted to the convergence analysis on the fully discrete finite element approximation (4.15) to the variational problem (3.7). As we shall see, one of the crucial tools in the analysis relies on the following projection operator \( P_h \) which maps functions from the space \( H_0 \times Q_0 \equiv H_0(\text{curl, div;} \Omega) \times L_0^2(\Omega) \) into \( H_{0h} \times Q_{0h} \): for any \( (B, p) \in H_0 \times Q_0 \), \( (B_h, p_h) = P_h(B, p) \in H_{0h} \times Q_{0h} \) solves the following saddle-point system:

\[
\begin{cases}
(B_h, A_h) + a_h(B_h, A_h) + (p_h, \nabla \cdot A_h) = (B, A_h) + a(B, A_h) + (p, \nabla \cdot A_h) & \forall A_h \in H_{0h}, \\
(\nabla \cdot B_h, q_h) = 0 & \forall q_h \in Q_{0h},
\end{cases}
\]

(5.1)

where for any \( B, A \in H_0 \), \( a(B, A) \) and \( a_h(B, A) \) are given by
\[
a(B, A) = \langle \beta \nabla \times B, \nabla \times A \rangle + (\nabla \cdot B, \nabla \cdot A),
\]
\[
a_h(B, A) = \langle \beta_h \nabla \times B, \nabla \times A \rangle + (\nabla \cdot B, \nabla \cdot A).
\]

By taking \( A_h = B_h \) in (5.1) and using Young’s inequality and the bounds of \( \beta(x) \) and \( \beta_h(x) \), we can directly establish the following stability estimates on the projection \( P_h \) (cf. [10]):

**Lemma 5.1.** For any \( B \in H_0 \) and \( p \in Q_0 \), let \( (B_h, p_h) \) be the projection of \( (B, p) \) defined by (5.1), then we have
\[
\|B_h\|_{H_0(\text{curl, div;} \Omega)} \lesssim \|B\|_{H_0(\text{curl, div;} \Omega)} + \|p\|.
\]

Considering the discontinuity of coefficient \( \beta(x) \) across the interfaces \( \Gamma_1 \) and \( \Gamma_2 \), the solution \( (B, p) \) to the system (3.7) often has higher regularity locally inside each medium subdomain \( \Omega_i \) \( (i = 1, 2, 3) \) than in the entire domain \( \Omega \). To make full use of the better local regularities of \( (B, p) \) to establish the error estimates of the projection \( P_h \), we can introduce a specially constructed interpolation operator by modifying the
Scott–Zhang operator [29] such that it preserves the boundary condition in \( H_0^0 \); for any \( B \in H_0 \), we have \( S_h B \in H_{0h} \) (see [10] for details); and \( S_h \) has the following local approximation property (cf. [29, 10]):
\[
(5.2) \quad \|u - S_h u\|_{W_{m,p}(K)} \lesssim h_K^{1-m} \|u\|_{W^{1,p}(S_K)} \quad \forall u \in W^{1,p}(S_K),
\]
where \( 0 < m \leq 1 \) and \( S_K \) is the union of all elements in \( T_h \), whose closure has nonempty intersection with \( K \). We now establish the error estimates of form (5.2) in the entire domain \( \Omega \) for functions with higher regularities locally in each subdomain \( \Omega_k \) (\( k = 1, 2, 3 \)).

**Lemma 5.2.** For any \( s \geq 0 \), and \( u \in X = H^1(\Omega) \cap H^{1+s}(\Omega_k) \) (\( k = 1, 2, 3 \)),
\[
\|u - S_h u\|_{1+s,\Omega} \lesssim h^{1+\frac{s}{2}} \sum_{K \subseteq \Omega} \|u\|_{1+s,\Omega_K}, \quad \|u - S_h u\|_{1+s,\Omega_k} \lesssim h^{\frac{s}{2}} \sum_{K \subseteq \Omega_k} \|u\|_{1+s,\Omega_k}.
\]

**Proof.** For any \( u \in X \), let \( u_k \) be the restriction of \( u \) on \( \Omega_k \) (\( k = 1, 2, 3 \)). Noting the interfaces \( \Gamma_1 \) and \( \Gamma_2 \) are smooth, one can extend (cf. [30]) \( u_k \in H^{1+s}(\Omega_k) \) onto the whole domain \( \Omega \) such that the extended function \( \tilde{u}_k \in H^{1+s}(\Omega) \) and
\[
(5.3) \quad \|\tilde{u}_k\|_{1+s,\Omega} \lesssim \|u_k\|_{1+s,\Omega_k} \quad \text{for} \; k = 1, 2, 3.
\]

First, we consider the estimate on any noninterface element \( K \not\in T_h^* \). Since \( u \) has \( H^{1+s} \)-regularity in such element \( K \), one can follow the standard error estimate in [29] and make use of our construction of the face \( \tau_i \) associated with each node \( a_i \) to derive
\[
(5.4) \quad \|u - S_h u\|_{\mu,K} \lesssim h^{1+s-\mu} \sum_{i=1}^{3} \|u\|_{1+s,\Omega \cap \Omega_i}, \quad \mu = 0, 1.
\]

The tricky case happens to the interface elements. Without loss of generality, consider an interface element \( K \in T_h^* \) near the interface \( \Gamma_1 \). We analyze the errors in \( K_1 \) and \( K_2 \) separately. Clearly, \( K_1 \subseteq \Omega_1 \), \( K_2 \subseteq \Omega_2 \), \( |K_1| \approx h_1^4 \) by (4.14). Then by Hölder’s inequality, Sobolev embedding, and (5.2), we derive for any \( 2 \leq p \leq 6/(3-2s) \) and \( \mu = 0, 1 \) that
\[
\|u - S_h u\|_{\mu,K_1}^2 \lesssim h_1^{4(p-2)} \|u - S_h u\|_{W^{1,p}(K_1)}^2 \\
\lesssim h_1^{4(p-2)} \|u - S_h u\|_{W^{1,p}(K)}^2 \lesssim h_1^{4(p-2)} \|u\|_{W^{1,p}(S_K)}^2.
\]

But on \( K_2 \), by the choice of the face \( \tau_i \) associated with the node \( a_i \) in the definition of \( S_h \) we know that \( \tilde{u}_2 = u_2 \) on \( K_2 \), \( S_h \tilde{u}_2 = S_h u \) on \( K_2 \).

Using this and (5.2), we derive
\[
(5.5) \quad \|u - S_h u\|_{\mu,K_2}^2 \lesssim \|\tilde{u}_2 - S_h \tilde{u}_2\|_{\mu,K_2}^2 \lesssim \|\tilde{u}_2 - S_h \tilde{u}_2\|_{\mu,K}^2 \lesssim h_2^{2(1+s-\mu)} \|\tilde{u}_2\|_{1+s,S_K}^2,
\]
combined with the previous estimate on \( K_1 \) and (5.3) yields
\[
(5.6) \quad \sum_{K \in T_h^*} \|u - S_h u\|_{\mu,K}^2 \lesssim h_2^{2(1+s-\mu)} \sum_{k=1}^{3} \|\tilde{u}_k\|_{1+s,\Omega_K}^2 + \sum_{K \in T_h^*} h_1^{4(p-2)} \|u\|_{W^{1,p}(S_K)}^2.
\]
Then by Hölder’s inequality and the fact that the number of interface elements in $T_h^* \lesssim h^{-2}$,

$$\sum_{K \in T_h^*} \| u - S_h u \|_{p,K}^2 \lesssim h^{2(1+s-\mu)} \sum_{k=1}^3 \| u \|_{1+s,\Omega_k}^2 + h^{4-2\mu-\frac{2}{p}} \left( \sum_{K \in T_h^*} \| u \|_{W^{1,p}(S_h)}^p \right)^{2/p}. $$

Now the desired estimate follows by taking $p = 6/(3-2s)$ above and using (5.4). \[ \square \]

The following lemma provides a crucial observation needed in the subsequent analysis.

**Lemma 5.3.** Let $K$ be the interface part of any interface element $K \in T_h^*$ such that $|K| \lesssim h_k^3$ (cf. (4.14)), then the following estimates hold:

$$ \| \nabla \times A_h \|_{0,K} \lesssim h_K \| \nabla \times A_h \|_{0,K}, \quad \| A_h \|_{0,K}^2 \lesssim h_K \| A_h \|_{0,K}^2 \quad \forall A_h \in H_0h. $$

**Proof.** We prove only the first inequality in (5.7), the second is similar. Let $K$ be an interface element with 4 vertices, $v_1$, $v_2$, $v_3$, and $v_4$, and $d_K$ be the largest distance from the curved side of $K$ to its opposite face of $K$. Since the interfaces $\Gamma_1$ and $\Gamma_2$ are $C^\infty$-smooth, we can easily show that $d_K \leq Ch_k^3$. Then we can construct a cube $C(K)$ such that $K \subset C(K)$ and $C(K)$ has a height $d_K$ and a rectangular base of length $\alpha_1 h_K$ and width $\alpha_2 h_K$, where $\alpha_1$ and $\alpha_2$ are two positive constants independent of mesh size $h$. Then we divide $C(K)$ into 6 small tetrahedra $K^1, \ldots, K^6$.

By scaling arguments, one can easily verify the equivalence

$$ \| q \|_{0,A}^2 \approx |A| \sum_{i=1}^4 (q(a_i))^2 \quad \forall q \in P_1(A) $$

for any tetrahedron $A$ with vertices $a_1$, $a_2$, $a_3$, and $a_4$. Let $p$ be a component of $\nabla \times A_h$ for some $A_h \in H_0h$, then $p \in P_1(C(K))$. Clearly we also see $p \in P_1(K)$, and $p$ can be naturally extended to $\tilde{p} \in P_1(C(K))$, thus

$$ \| p \|_{0,K}^2 \leq \| \tilde{p} \|_{0,C(K)}^2 \leq \sum_{i=1}^6 \| \tilde{p} \|_{0,K_i}^2. $$

But using (5.8) and the fact that the value $\tilde{p}$ at any point in $K^i$ can be expressed as a convex combination of the values of $p$ at the 4 vertices of $K$, we obtain

$$ \| p \|_{0,K}^2 \lesssim h_K^4 \sum_{j=1}^4 (p(v_j))^2 \lesssim h_K |K| \sum_{j=1}^4 (p(v_j))^2 \lesssim h_K \| p \|_{0,K}^2. $$

This proves the first estimate in (5.7). \[ \square \]

Using the interpolation error estimates in Lemma 5.2 and the convergence theory in Theorem 4.1, we can now derive the error estimate for the projection operator $P_h$ defined in (5.1).

**Lemma 5.4.** Let $B \in H_0(curl; \Omega)$ and $p \in L^2_0(\Omega)$ be given such that $B \in H^{1+s_1}(\Omega_k)$ in each $\Omega_k$ ($k = 1, 2, 3$) for some $0 \leq s_1 < 1$ and $p \in H^{s_2}(\Omega)$ for some $0 \leq s_2 < 1$. Then the following error estimates hold for the projection $(B_h, p_h)$ of $(B, p)$ defined in (5.1):

$$ \sum_{i=1}^3 \| B - B_h \|_{H(curl; \Omega_i)}^2 \lesssim h^{2s_1} \sum_{i=1}^3 \| B \|_{1+s_1, \Omega_i}^2 + h^{2s_2} \| p \|_{s_2, \Omega}^2. $$
Proof. Let \( X = H_0(\text{curl}, \text{div}; \Omega) \) and \( M = L^2(\Omega) \), \( X_h = H_{0h} \), and \( M_h = Q_{0h} \), then we can apply Theorem 4.1 to the system (5.1) to obtain

\[
(5.9) \quad \| B - B_h \|_{H_0} \lesssim \inf_{A_h \in H_{0h}} \| B - A_h \|_{H_0} + \inf_{q_h \in Q_{0h}} \| p - q_h \| \\
+ \sup_{A_h \in V_h} \frac{a(B, A_h) - a_h(B, A_h)}{\| A_h \|_{H_{0h}}}.
\]

Noting that for \( B \in H_0 \), we have \( S_h B \in H_{0h} \). On the other hand, for \( p \in L^2(\Omega) \), let \( \pi_h p \) be its standard \( L^2 \) projection in \( Q_h \). Clearly \( \pi_h p \) may not be in \( Q_{0h} \). But if we set \( \tilde{p}_h = \pi_h p - \pi_{Qh} p \), where \( \pi \) stands for the average of \( q \) over \( \Omega \) for any \( q \in L^2(\Omega) \), then we have \( \tilde{p}_h \in Q_{0h} \), and the following estimates hold using the standard approximation property of the \( L^2 \) projection:

\[
\| p - \tilde{p}_h \| = \| (p - \pi_h p) - (p - \pi_{Qh} p) \| \leq \| p - \pi_h p \| \lesssim h^{s_2} \| p \|_{s_2, \Omega}.
\]

Using this and Lemma 5.2, we derive by taking \( A_h = S_h B \) and \( q_h = \tilde{p}_h \) in (5.9) that

\[
(5.10) \quad \inf_{A_h \in H_{0h}} \| B - A_h \|_{H_0} + \inf_{q_h \in Q_{0h}} \| p - q_h \| \lesssim h^{s_2} \left\{ \sum_{i=1}^3 \| B \|_{1+s_1, \Omega_i} + h^{s_2} \| p \|_{s_2, \Omega} \right\}.
\]

It remains to estimate the last term in (5.9). Let \( K \) be the same as in Lemma 5.3, then by the definition of \( a(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \), we can write for any \( A_h \in H_{0h} \) (cf. [10]),

\[
a(B, A_h) - a_h(B, A_h) = \sum_{K \in T_h} \int_K (\beta(x) - \beta_h(x)) \nabla \times B \cdot \nabla \times A_h dx.
\]

Using the Cauchy–Schwarz inequality, we obtain

\[
|a(B, A_h) - a_h(B, A_h)| \lesssim \sum_{K \in T_h} \left\{ \| \nabla \times S_h B \|_{0,K} \| \nabla \times A_h \|_{0,K} + \| \nabla \times (B - S_h B) \|_{0,K} \| \nabla \times A_h \|_{0,K} \right\}.
\]

By Lemmas 5.3 and 5.2, we deduce

\[
|a(B, A_h) - a_h(B, A_h)| \lesssim \sum_{K \in T_h} h_K \| \nabla \times S_h B \|_{0,K} \| \nabla \times A_h \|_{0,K} \\
+ \sum_{K \in T_h} h_K^{1/2} \| \nabla \times (B - S_h B) \|_{0,K} \| \nabla \times A_h \|_{0,K} \lesssim h \| \nabla \times S_h B \|_{0,\Omega} \| \nabla \times A_h \|_{0,\Omega} \\
+ h^{1/2} \| \nabla \times (B - S_h B) \|_{0,\Omega} \| \nabla \times A_h \|_{0,\Omega} \lesssim (h + h^{1/2 + 2s_1/3}) \left( \sum_{k=1}^3 \| B \|_{1+s_1, \Omega_k} \right) \| \nabla \times A_h \|_{0,\Omega},
\]

and this completes the proof of Lemma 5.4. \( \square \)

Now, the above preparations enable us to make full use of the better local regularity of \( B \) in each subdomain \( \Omega_k \) to derive the main results of this section, the finite element convergence.
THEOREM 5.1. Let \((B, p) \in H^2(0, T; H_0) \times L^2(0, T; L^2(\Omega))\) be the solution to the variational problem (3.7) such that \(B \in H^1(0, T; H^{1+s_1}(\Omega_k))\) in each \(\Omega_k\) \((k = 1, 2, 3)\) for some \(0 \leq s_1 < 1\) and \(p \in H^1(0, T; H^{s_2}(\Omega))\) for some \(0 \leq s_2 < 1\). And let \((B_h, p_h)\) be the finite element solution to the fully discrete finite element approximation (4.15), then we have the following error estimates:

\[
\max_{1 \leq n \leq M} \|B^n_h - B^n\|^2 + \tau \sum_{n=1}^M \left\{ \|\nabla \times (B^n_h - B^n)\|^2 + \|\nabla \cdot (B^n_h - B^n)\|^2 \right\}
\]

\[
\lesssim h^{\frac{\kappa + 3}{3}} \sum_{k=1}^3 \|B\|^2_{H^1(0, T; H^{1+s_1}(\Omega_k))} + h^{2s_2} \|p\|^2_{H^2(0, T; H^{s_2}(\Omega))}
\]

\[
+ \tau^2 \left\{ \|B\|^2_{H^2(0, T; H_0)} + \|p\|^2_{L^2(Q_T)} \right\}.
\]

Proof. Our aim is to estimate the error \((B^n - B^n_h)\). Using the relation

\[
B^n - B^n_h = (B^n - \bar{B}^n) + (\bar{B}^n - p_h B^n) + (p_h B^n - B^n_h),
\]

and the projection results from Lemma 5.4, it suffices to estimate the difference \(\xi^n_h = (p_h B^n - B^n_h)\) in the specified norms. To do so, letting \(A = \tau^{-1} A_t \in H_{0h}\) and \(q = q_h \in Q_{0h}\) in (3.7), then integrating over \([t_{n-1}, t_n]\) we obtain

\[
\begin{cases}
(\partial_t \xi^n_h, A_h) + (\beta \nabla \times \xi^n_h, \nabla \times A_h) + \gamma (\nabla \cdot \xi^n_h, \nabla \cdot A_h) = R_m(\bar{f}_B, \nabla \times A_h) + (\bar{p}^n_h, \nabla \cdot A_h) \quad \forall \ A_h \in H_{0h};
(\nabla \cdot B^n, q_h) = 0 \quad \forall \ q_h \in Q_{0h},
\end{cases}
\]

where

\[
f_B^n = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} f(t) B(t) dt.
\]

Subtracting (4.15) from (5.12) yields

\[
(\partial_t \xi^n_h, A_h) + (\beta \nabla \times \xi^n_h, \nabla \times A_h) + \gamma (\nabla \cdot \xi^n_h, \nabla \cdot A_h)
= (\partial_t (P_h B^n - B^n), A_h) + R_m(\bar{f}_B - \frac{f^n_h}{1 + \sigma |B^n_h - 1|^2} B^n_h, \nabla \times A_h),
\]

\[
+ R_m(u \times \bar{B}^n - u^n_h \times B^n_h, \nabla \times A_h)
+ (\beta \nabla \times P_h B^n - P_h \beta \times \bar{B}^n, \nabla \times A_h) + (\nabla \cdot (P_h B^n - \bar{B}^n), \nabla \cdot A_h)
+ (P_h \bar{p}^n_h - \bar{p}^n_h, \nabla \cdot A_h) \quad \forall \ A_h \in H_{0h}.
\]

Letting \(A_h = \tau \xi^n_h \in H_{0h}\) above, then using the second equations in both (4.15) and (5.12) and the definition of the projection \(P_h\), we come to (cf. [10])

\[
\tau(\partial_t \xi^n_h, \xi^n_h) + \tau(\beta \nabla \times \xi^n_h, \nabla \times \xi^n_h) + \gamma \tau(\nabla \cdot \xi^n_h, \nabla \cdot \xi^n_h)
= R_m(\bar{f}_B - \frac{f^n_h}{1 + \sigma |B^n_h - 1|^2} B^n_h, \nabla \times \xi^n_h) + R_m(u \times \bar{B}^n - u^n_h \times B^n_h, \nabla \times \xi^n_h)
\]

\[
+ \tau(\beta \nabla \times P_h B^n - P_h \beta \times \bar{B}^n, \xi^n_h) + \tau(B^n - P_h B^n, \xi^n_h)
+ \tau\left(\frac{R_m(f^n_h - f^n_h)}{1 + \sigma |B^n_h - 1|^2} B^n_h + R_m(u^n - u^n_h) \times B^n_h, \nabla \times \xi^n_h\right)
\]

\[
(5.13) =: (I)_1 + (I)_2 + (I)_3 + (I)_4 + (I)_5.
\]
Obviously, (I), can be estimated immediately by the projection property. Below, we shall analyze (I), (II), (III), and (IV) one by one. For the estimation of (I), we first consider

\[(II)_{1} \equiv: \widehat{f}_{B} - \frac{f_{n}}{1 + \sigma |B_{n}^{B_{n}}|^{2}} B_{n}^{n}.
\]

By direct manipulations, we have (cf. [10])

\[(II)_{1} = \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \frac{(f - f_{n}) + \sigma f (|B_{n}^{B_{n}}|^{2} - |B_{n}^{B_{n}}|^{2}) + \sigma (f - f_{n})|B^{2}|B(t)dt}{(1 + \sigma |B_{n}^{B_{n}}|^{2})^{2}}
\]

\[+ \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \frac{f_{n}^{2}}{1 + \sigma |B_{n}^{B_{n}}|^{2}} \left( (B(t) - \bar{B}^{n}) + (\bar{B}^{n} - P_{h}B^{n}) + (P_{h}B^{n} - \bar{B}^{n}) \right) dt,
\]

which can be easily bounded by

\[|II)_{1}| \leq \frac{2}{\tau} \int_{t_{n-1}}^{t_{n}} \left| f \right| \left| |B_{n}^{B_{n}}| - P_{h}B^{n} \right| + \left| P_{h}B^{n} - \bar{B}^{n} \right| + \left| B^{n} - B \right| dt
\]

\[+ \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \left| f - f_{n} \right| |B(t)| dt + \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \left| f_{n} \right| \left( |B(t) - \bar{B}^{n}| + |\bar{B}^{n} - P_{h}B^{n}| + |\xi_{h}^{n}| \right) dt.
\]

By the standard error estimates [5, 14, 10], we obtain from (5.14) that

\[|II)_{1}| \leq 5 f_{M} \left\{ \sqrt{\tau} |B||L^{2}(t_{n-1}, t_{n}) + \sqrt{\tau} |B_{t}||L^{2}(t_{n-2}, t_{n}) + \sum_{k=n-1}^{n} |\xi_{k}^{n}| + \sum_{k=n-1}^{n} |P_{h}B^{k} - \bar{B}^{k}| \right\}.
\]

Similarly, for the estimation of (I), we first analyze (II) := \( \hat{u} \times \bar{B}^{n} - u^{n} \times B_{h}^{n} \).

We write

\[(II)_{2} = \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \left\{ (u(t) - u^{n}) \times B(t) + u^{n} \times (B(t) - B_{h}^{n}) \right\} dt,
\]

this leads readily to (with \( I_{n} = (t_{n-1}, t_{n}) \))

\[|II)_{2}| \leq u_{M} \sqrt{\tau} |B||L^{2}(I_{n}) + 2u_{M} (\sqrt{\tau} |B_{t}||L^{2}(I_{n}) + |\bar{B}^{n} - P_{h}B^{n}| + |\xi_{h}^{n}|).
\]

Next, we estimate the following term needed in (5.13):

\[|II)_{3} \equiv: \partial_{\tau}(P_{h}B^{n} - B^{n}) = \partial_{\tau}(P_{h}B^{n} - B^{n}) + P_{h}\partial_{\tau}(B^{n} - B^{n})
\]

\[= \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \left( P_{h}B_{t}(s) - B_{t}(s) \right) ds + P_{h}\partial_{\tau}(B^{n} - B^{n}).
\]

For the second term above, we can write after some manipulations [10] that

\[\partial_{\tau}(B^{n} - B^{n}) = \frac{1}{\tau^{2}} \int_{t_{n-1}}^{t_{n}} \int_{s}^{s} \int_{s}^{s} B_{tt}(\lambda) d\lambda ds,
\]

this enables us to rewrite (II) as

\[(II)_{3} = \frac{1}{\tau} \int_{t_{n-1}}^{t_{n}} \left( P_{h}B_{t}(s) - B_{t}(s) \right) ds + \frac{1}{\tau^{2}} \int_{t_{n-1}}^{t_{n}} \int_{s}^{s} \int_{s}^{s} P_{h}B_{tt}(\lambda) d\lambda ds,
\]
and so,

\[(5.18)\quad |(I)_3| \leq \frac{1}{\sqrt{\tau}} \| P_h \mathbf{B}_t - \mathbf{B}_t \|_{L^2(I_\tau)} + \sqrt{\tau} \| P_h \mathbf{B}_{tt} \|_{L^2(I_\tau)}.\]

For the last term \((I)_5\) in (5.13), by Lemma 5.3 and Young’s inequality there exists some constant \(\tilde{C}\) independent of \(\tau\) and \(h\) such that [10]

\[(I)_5 \leq 2 \tau h \tilde{C}(R_{\alpha fM} + 2R_{m uM}) \sum_{K \in \mathcal{T}_h^0} \| \mathbf{B}^n_h \|_{0, K} \| \nabla \times \xi^n_h \|_{0, K} \]

\[(5.19)\quad \leq \frac{\beta_m}{4} \tau \| \nabla \times \xi^n_h \|^2 + C \tau h^2 \| \mathbf{B}^n_h \|^2.\]

Now, we obtain from (5.13) and (5.19) and Young’s inequality that

\[(5.20)\quad \| \xi^n_h \|^2 - \| \xi^{n-1}_h \|^2 + \tau \beta_m \| \nabla \times \xi^n_h \|^2 + \gamma \tau \| \nabla \cdot \xi^n_h \|^2 \lesssim (\text{III})_1,\]

where the term \((\text{III})_1\) is given by

\[(\text{III})_1 = \tau \left\{ \| (I)_1 \|^2 + \| (I)_2 \|^2 + \| (I)_3 \|^2 + \| (I)_5 \|^2 + \| \tilde{\mathbf{B}} - P_h \mathbf{B}^n \|^2 + \| \xi^n_h \|^2 + h^2 \| \mathbf{B}_t^n \|^2 \right\}.\]

Using the estimates for \((\text{II})_1\), \((\text{II})_2\), and \((\text{II})_3\) in (5.15)–(5.18), we can further estimate \((\text{III})_1\) by

\[(\text{III})_1 \lesssim \int_{t_{n-1}}^{t_n} \| P_h \mathbf{B}_t(s) - \mathbf{B}_t(s) \|^2 ds + \tau^2 \int_{t_{n-1}}^{t_n} \| P_h \mathbf{B}_{tt}(t) \|^2 dt + \tau \left\{ \sum_{k=n-1}^n \| P_h \tilde{\mathbf{B}}^k - \tilde{\mathbf{B}}^k \|^2 + \tau \right\}
\]

\[+ \int_{t_{n-1}}^{t_n} \left( \| \mathbf{B}(t) \|^2 + \| \mathbf{B}_t(t) \|^2 \right) dt \]

Using (5.20) over \(n = 1, 2, \ldots, k \leq M\) yields

\[(5.21)\quad \| \xi^n_h \|^2 + \beta_m \tau \sum_{k=1}^k \| \nabla \times \xi^n_h \|^2 + 2\tau \sum_{n=1}^k \| \nabla \cdot \xi^n_h \|^2 \]

\[\lesssim \| \xi^0_h \|^2 + \| P_h \mathbf{B}(0) - \mathbf{B}(0) \|^2 + \sum_{k=1}^k \| \xi^n_h \|^2 + \tau h^2 \sum_{k=1}^k \| \mathbf{B}_t^n \|^2
\]

\[+ \int_0^T \| P_h \mathbf{B}_t(t) - \mathbf{B}_t(t) \|^2 dt + \tau^2 \int_0^T \| P_h \mathbf{B}_{tt}(t) \|^2 dt
\]

\[+ \tau \sum_{n=1}^k \| P_h \tilde{\mathbf{B}}^n - \tilde{\mathbf{B}}^n \|^2 + \tau \int_0^T \left( \| \mathbf{B}(t) \|^2 + \| \mathbf{B}_t(t) \|^2 \right) dt.\]

Finally using Lemmas 5.1, 5.2, and 5.4, and applying the discrete Gronwall inequality, we are led to the error estimates in Theorem 5.1.

6. Application to a solar interface dynamo. For the astrophysical application of the mathematical theory, we shall concentrate on the numerical modelling of solar interface dynamos. Helioseismology reveals the existence of a highly differentially rotating transition zone at the bottom of the convection zone, which is usually referred to as the solar tachocline [28]. It is thought that the tachocline offers an ideal location for the generation and storage of the Sun’s strong toroidal magnetic fields.
In other words, the large-scale solar surface magnetic activities can be interpreted as a result of the rising and emerging of tachocline-seated, strong toroidal magnetic fields driven by magnetic buoyancy [34]. The existence of the tachocline leads to development of the solar interface dynamo first proposed by Parker [25], in which the generation of a weak poloidal magnetic field and a strong toroidal magnetic field takes place in separate fluid regions. Parker’s interface dynamo concept depicts an attractive picture of generating a strong toroidal magnetic field within the tachocline while avoiding the dilemma relating to the strong alpha quenching in the convection zone. We shall apply the finite element dynamo theory and algorithm discussed in the previous sections to the problem of solar interface dynamo modelling.

In the solar interface dynamo model, we shall take $u$ as the solar-like internal differential rotation profile, a result of the helioseismic inversion (e.g., [28]) while the function $f$ is assumed to be given by

$$f(x, t) = \sin^2 \theta \cos \theta \sin \left(\frac{\pi (r - r_1)}{r_2 - r_1}\right),$$

where $(r, \theta, \phi)$ is the spherical polar coordinates. Similar forms have been used in the previous solar dynamo simulations [27, 21, 16]. Furthermore, the weaker pole-equator differential rotation in the convection zone is neglected and the amplification of the toroidal magnetic field only occurs in the tachocline. It follows that the two magnetic induction sources, the generation of a poloidal field in the convection zone, and the amplification of the toroidal field in the tachocline, is spatially separated, as suggested by Parker [25].

We have simulated three nonlinear finite element dynamos at $R_\alpha = 30$ for different magnetic Reynolds numbers, $R_m = 100, 200,$ and $500$. Figure 2 displays magnetic energies of the three nonlinear dynamo solutions as a function of time. The corresponding butterfly diagram, contours of the azimuthal magnetic field evaluated at the bottom of the convection zone plotted against time, is also shown in Figure 2 for the case with $R_m = 200$. In Figure 3, we illustrate the time-dependent spatial structure of the generated magnetic field in a meridional plane for $R_m = 200$, showing an equatorially propagating dynamo wave similar to that of the solar cycle.

Fig. 2. The left panel shows magnetic energy $E_m$ of the dynamo as a function of time with a steady tachocline for different values of $R_m$ at $R_\alpha = 30$ with $\beta_1 = 1$, $\beta_2 = 1$, and $\beta_3 = 150$. The right panel displays “a butterfly diagram” for the solution $R_m = 200$ with the azimuthal magnetic field evaluated at the bottom of the convection zone.
There are a number of important features shown in our finite element dynamo solutions. First, the effect of the large-scale differential rotation $u$ in the tachocline always gives rise to an oscillatory dynamo with a period of about one magnetic diffusion unit, which is about 10 years if we adopt $\lambda_2 = 10^8 \text{m}^2\text{s}^{-1}$, approximate to what has been observed in the solar magnetic field. Second, the interface dynamo solutions always select dipolar symmetry and propagate equatorward though the numerical simulation is fully three-dimensional, which is again consistent with the observed feature of the solar magnetic field. Finally, the generated magnetic field mainly concentrates in the vicinity of the interface between the tachocline and the convection zone. A strong toroidal magnetic field in the tachocline is likely to be susceptible to magnetic buoyancy instabilities leading to a quick eruption of the field into the surface of the Sun in the form of sunspots.

7. Concluding remarks. Modelling stellar and planetary dynamos represents an important, highly active research front in astrophysics and planetary physics. Nearly all current stellar dynamo models are based on spectral methods in terms of spherical harmonic expansions, which are computationally inefficient on modern parallel computers and limit the application to general dynamo models, especially to the models with variable physical coefficients of space and time. The finite element method discussed in this paper offers an attractive alternative for simulating dynamos in spherical geometry.

The first attempt at using finite element methods for numerical simulations of spherical dynamos was made in [11]. The current work presents the first mathematical theory and numerical analysis for mean-field spherical dynamos, and it has made contributions in the following aspects: (1) The well-posedness of the mean-field
dynamo system is rigorously demonstrated; the dynamo system is characterized in terms of a saddle-point type formulation which can be conveniently approximated by finite element methods. (2) The existing convergence theory on saddle-point systems is improved and generalized so that the symmetric part of the bilinear form allows the approximations of curved interfaces by straight polygons and numerical integrations on polyhedra with curved faces are replaced by much easier integrations on polyhedra with planar faces; and this is the first work of such type on saddle-point systems. (3) A fully discrete finite element method is proposed for the interface dynamo system with discontinuous coefficients, and error estimates are established under very weak global and local regularity assumptions on the solutions, and this work seems to be the first in achieving error estimates of numerical methods for three-dimensional interface PDEs with curved interfaces, especially for nonlinear PDEs. (4) The application of the proposed numerical method to a solar interface dynamo verifies some important physical observations.

We believe that the mathematical theory and finite element methods for spherical dynamos and their successful application to the solar interface dynamo presented in this paper open up an exciting opportunity for future numerical simulation of stellar dynamos. We also believe that the finite element theory and method developed in the paper would also benefit other research communities in geophysics, planetary physics, and astrophysics where the magnetic field and spherical geometry play an essential role.
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