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Abstract—In this paper, we study the performance of opportunistic scheduling in wireless networks from the perspective of information and entropy. In opportunistic scheduling, we allocate a limited number of channels to a certain number of nodes so as to maximize the network performance. Due to the inherent uncertainty of the system input represented by random variables with certain probability distributions, even under the optimal scheduling strategy, we may not achieve the best network performance. In our proposed model, we mathematically formulate the relationship between system uncertainty characterized by entropy and network performance, i.e., we give the lower and upper bounds of network performance with given entropy of the uncertain input. Based on this result, we can determine quantitatively the impact of system uncertainty on the performance of opportunistic scheduling in wireless networks.

Index Terms—Optimal entropies, opportunistic scheduling, wireless networks.

I. INTRODUCTION

In wireless network opportunistic scheduling, a scheduler has a large number of nodes to serve but there are only a limited number of channels. Therefore, we have to allocate the channels effectively so as to maximize the system performance. Of course, the performance of this system highly depends on uncertain input of the system (e.g. nodes’ mobility, channel condition), whose randomness is characterized by its entropy. Therefore, in this paper, we will formulate the relationship between the performance of opportunistic scheduling and the system’s uncertain input.

To relate the performance with the entropy of the system, we determine the maximum and minimum entropies for probability distributions of system inputs with constraints. In other words, we figure out the most and least uncertain system inputs with the constraints satisfied. Then we inversely transform the maximum and minimum entropies and obtain the lower and upper bounds of the network performance, respectively, for any given entropy characterizing a class of opportunistic scheduling problems. With these theoretical results, when designing opportunistic scheduling algorithms, we can determine if the potential performance gain worth the additional information collection cost.

A comprehensive overview of opportunistic scheduling algorithms in wireless networks can be found in [1]. As to the study of network performance via an information-theoretical approach, in [2], [3], the authors analyze network performance from the perspective of information quality and information accuracy, but the target application is not specifically on opportunistic scheduling. In [4], maximum entropy is employed to select the hash keys for partitioning the rulebase in the packet classification problem, while a technique based on minimum entropy is developed in [5] to perform carrier frequency recovery in the non-data-aided manner.

The motivation of this work mainly comes from [6] and [7]. In [6], Feder and Merhav studied the relations between entropy and error probability for systems in which only one component (i.e. one channel and one node) is selected and evaluated. The upper and lower bounds of error probability for such systems were derived. The authors of [7] aimed to characterize the performance of three types of online algorithms in terms of entropy. Our work described in this paper is more general and can be used in various applications. Besides, our derived performance bounds are tighter and the computational complexity is greatly reduced than all previous approaches.

The rest of the paper is organized as follows. Section II introduces some preliminary results. In Section III, we first determine the optimum entropies of constrained distribution and then derive the upper and lower bounds of the performance of wireless opportunistic scheduling. Then in Section IV, an opportunistic scheduling protocol is investigated to evaluate the feasibility of our derived results. Finally we conclude in Section V.

II. PRELIMINARIES

To facilitate the proofs of later results, we first investigate the properties of function $f_e(\cdot) = -x \log x, x \in [0, 1]$

Lemma 2.1: $f_e(\cdot)$ is strictly concave.

Proof: The second order derivative of $f_e(x)$, i.e. $f_e''(x) = -\frac{1}{x \ln 2}$ is negative $\forall x \in [0, 1]$. Thus, $f_e(x)$ is strictly concave. \hfill \blacksquare

Lemma 2.2: Consider any two points $x_1$ and $x_2$ in interval $[0, 1]$ with $x_1 \geq x_2$, and an arbitrary positive number $\delta$ satisfying $x_1 + \delta \leq 1$ and $x_2 - \delta \geq 0$, the inequality

$$f_e(x_1 + \delta) + f_e(x_2 - \delta) < f_e(x_1) + f_e(x_2)$$  \hspace{1cm} (1)

is always true.
Proof: Define $\alpha \triangleq \frac{x_1 - x_2}{x_1 - x_2 + \delta}$, we can then write,

$$x_1 = \alpha (x_1 + \delta) + (1 - \alpha)x_2$$

$$x_2 = \alpha (x_2 + \delta) + (1 - \alpha)x_1 \tag{2}$$

By strict concavity of $f_e(\cdot)$, we can write,

$$f_e(x_1) > \alpha f_e(x_1 + \delta) + (1 - \alpha)f_e(x_2)$$

$$f_e(x_2) > \alpha f_e(x_2 + \delta) + (1 - \alpha)f_e(x_1) \tag{3}$$

Then we can get (1) by summing the two inequalities above.

III. PERFORMANCE BOUNDS

Notations and definitions used in this paper are listed in Table I for reference.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>Discrete random variable</td>
</tr>
<tr>
<td>$P$</td>
<td>Probability distribution of $X$</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of states of $X$</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of selected states of $X$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Error probability</td>
</tr>
<tr>
<td>$H(P)$</td>
<td>Entropy of distribution $P$</td>
</tr>
<tr>
<td>$H_{\max}(H_{\min})$</td>
<td>Maximum (minimum) entropy</td>
</tr>
<tr>
<td>$P_{\max}(P_{\min})$</td>
<td>Distribution with maximum (minimum) entropy</td>
</tr>
<tr>
<td>$P(i \rightarrow j)$</td>
<td>Partial distribution of $X$ from state $i$ to state $j$</td>
</tr>
<tr>
<td>$H(P(i \rightarrow j))$</td>
<td>Partial entropy of $P(i \rightarrow j)$</td>
</tr>
</tbody>
</table>

First we will derive the maximum and minimum entropies of constrained uncertain input. With these results obtained, we do an inverse transformation and get the performance bounds for given entropy, which will be used to study the opportunistic scheduling problems in wireless networks.

A. System Model

Consider a probability distribution of a discrete random variable $X$ with $N$ possible states. Let $p(i) = Pr\{X = i\}$ for $i \in \{1, 2, \ldots, N\}$. A probability distribution is represented by a vector of $N$ numbers, i.e. $p(i), 1 \leq i \leq N$. Thus,

$$\sum_{i=1}^{N} p(i) = 1 \tag{4}$$

Without loss of generality, we assume, for $i = 1, 2, \ldots, N - 1$

$$p(i) > p(i + 1). \tag{5}$$

Let $\pi$ be the error probability for guessing the value of a discrete random variable, where $0 \leq \pi \leq 1$. The error probability constraint requires the sum of the first $M$ terms to equal $1 - \pi$, where $1 \leq M \leq N$, i.e.,

$$\sum_{i=1}^{M} p(i) = 1 - \pi \tag{6}$$

A probability distribution $P(\pi)$ looks like

$$[p(1), \ldots, p(M), p(M + 1), \ldots, p(N)] \sum_{i=1}^{M} \sum_{i=1}^{N} \tag{7}$$

Let $\bar{p}_1$ and $\bar{p}_2$ be the means of the first $M$ terms and the last $(N - M)$ terms, respectively, i.e., $\bar{p}_1 = \frac{1-\pi}{M}$ and $\bar{p}_2 = \frac{\pi}{N-M}$

To have a feasible probability distribution satisfying (5) and (6), we have the following lemma.

**Lemma 3.1**: A feasible probability distribution must satisfy

$$\pi \leq 1 - \frac{M}{N}$$

**Proof**: In a feasible region, $\bar{p}_1 \geq \bar{p}_2$ must hold, therefore, $\frac{1-\pi}{M} \geq \frac{\pi}{N-M}$. Then we can get Lemma 3.1.

The entropy of a random variable $X$ with a probability mass function $p(x)$ is defined by $H(X) = - \sum_x p(x) \log_2 p(x)$, with $\log_2 0 = 0$.

For maximization, our aim is to find a probability distribution with the maximum entropy amongst all feasible distributions. Mathematically,

$$\max_{p(x), \sum_{x=1}^{N} p(x) = 1} H(X) = - \sum_{x=1}^{N} p(x) \log_2 p(x) \tag{9}$$

subject to

\[
\begin{align*}
\sum_{i=1}^{M} p(i) &= 1 - \pi; \\
\bar{p}_1 &\geq \bar{p}_2; \\
p(1) &\geq p(2) \geq \ldots \geq p(M) \geq \ldots \geq p(N) \geq 0; \\
1 &\leq M \leq N, 0 \leq \pi \leq 1. 
\end{align*} \tag{10}
\]

Similarly, for minimization, we have (11) subject to (10).

$$\min_{x=1}^{N} H(X) = - \sum_{x=1}^{N} p(x) \log_2 p(x) \tag{11}$$

B. Lower Bound of the Performance

We are going to determine the distribution with maximum and minimum entropies. As shown in Lemma 2.1, the entropy function is concave. In other words, we can follow the Kuhn-Tucker conditions to obtain the unique and simple distribution with the maximum entropy. For the minimum entropy, the distribution depends on the values of $N$, $M$, and $\pi$. They are the extremal points of the corresponding polyhedron.

According to [8], we have the principle of maximum entropy.

**Theorem 3.1**: The distribution with maximum entropy $P_{\max}(\pi)$ subject to Constraints (10) is given by

$$[\bar{p}_1, \ldots, \bar{p}_1, \bar{p}_2, \ldots, \bar{p}_2]$$

$M$ terms $(N-M)$ terms

**Proof**: In a feasible region, $\bar{p}_1 \geq \bar{p}_2$ must hold, therefore, $\frac{1-\pi}{M} \geq \frac{\pi}{N-M}$. Then we can get Lemma 3.1.

The entropy of a random variable $X$ with a probability mass function $p(x)$ is defined by $H(X) = - \sum_x p(x) \log_2 p(x)$, with $\log_2 0 = 0$. Unless stated otherwise, we take the logarithm to the base 2. The entropy of the distribution given by (7) is

$$H(X) = - \sum_{x=1}^{N} p(x) \sum_{x=1}^{N} \log_2 p(x). \tag{8}$$
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Corollary 3.1: The maximum entropy of the probability distribution subject to Constraints (10) is given by
\[
H_{\text{max}} = (1 - \pi) \cdot \log\left(\frac{M}{1 - \pi}\right) + \pi \cdot \log\left(\frac{N - M}{\pi}\right) \tag{12}
\]
Proof: By applying (8) to \(P_{\text{max}}(\pi)\), we have
\[
H_{\text{max}} = -\left[ M \cdot \frac{1 - \pi}{M} \cdot \log\left(\frac{1 - \pi}{M}\right) + (N - M) \cdot \frac{\pi}{N - M} \cdot \log\left(\frac{\pi}{N - M}\right) \right]
\]
and it further gives the result.

Corollary 3.2:
\[
\pi \geq \frac{H - 1 - \log M}{\log(\frac{N}{M} - 1)}
\]
Proof: As \(H \leq H_{\text{max}}\),
\[
H \leq (1 - \pi) \cdot \log\left(\frac{M}{1 - \pi}\right) + \pi \cdot \log\left(\frac{N - M}{\pi}\right)
= (1 - \pi) \log M - (1 - \pi) \log(1 - \pi) + \pi \log(N - M) - \pi \log(\pi)
\]
As \(0 \leq -(1 - \pi) \log(1 - \pi) - \pi \log(\pi) \leq 1\),
\[
H \leq \log M + \pi \log(\frac{N - M}{M}) + 1
\]
Then we have the result.

C. Upper Bound of the Performance

When \(M = 1\), we have the following lemma:

Lemma 3.2: As stated in [6], when \(M = 1\), the probability distribution with the minimum entropy is achieved by \(P_{\text{min}}(\pi) = [p(1), \ldots, p(N)]\), where,
\[
p(1) = 1 - \pi, \quad p(2) = \pi, \quad p(3) = \cdots = p(N) = 0, \quad 0 \leq \pi \leq \frac{1}{2}
\]
\[
p(1) = p(2) = 1 - \pi, \quad p(3) = 2\pi - 1, \quad p(4) = \cdots = p(N) = 0, \quad \frac{1}{2} \leq \pi \leq \frac{2}{3}
\]
\[
\vdots
\]
\[
p(1) = \cdots = p(N - 1) = 1 - \pi, \quad p(N) = 1 - (N - 1)(1 - \pi) \quad \frac{N - 2}{N - 1} \leq \pi \leq \frac{N - 1}{N}.
\]

We are going to determine the distribution with the minimum entropy for \(M \geq 2\). We can divide \(P\) into two separate segments, \(P(1 \rightarrow M)\) and \(P(M + 1 \rightarrow N)\). \(P(1 \rightarrow M)\) takes the first \(M\) terms from \(P\). Suppose the value of \(p(M) = \min(p(i), i \in \{1, \ldots, M\})\) is pre-determined and equals \(p'\). It is trivial to see that \(\frac{1 - \pi}{M} \geq p' \geq \frac{\pi}{N - M}\).

With \(p(M) = p'\), we can construct \(P_{1 \rightarrow M}\) as follows to minimize \(H(P(1 \rightarrow M))\). The principle of constructing minimal entropy distribution is to allocate probabilities to make them as nonrandom as possible. In other words, we try to allocate large probabilities to a few states and to assign other states with probabilities as small as possible. For example, distribution \([0.6, 0.4, 0, 0, 0]\) has smaller entropy than distribution \([0.3, 0.3, 0.2, 0.1, 0.1]\).

Lemma 3.3: With the smallest (also the last) element of \(P(1 \rightarrow M)\) fixed to \(p'\), the optimal distribution \(P_{\text{min}}(1 \rightarrow M)\) which minimizes the entropy of \(P(1 \rightarrow M)\) is given by
\[
\{ p(1) = (1 - \pi) - (M - 1) \times p', \quad p(2) = \cdots = p(M) = p' \} \tag{13}
\]
Proof: Suppose there is a \(P(1 \rightarrow M)\), whose sum is equal to \((1 - \pi)\) and \(p(1) \geq \cdots \geq p(M) = p'\). Consider \(p(M - 1) > p'\) and let \(p = p(M - 1) - p' > 0\). By Lemma 2.2, we can always assign \(p(M - 1)\) to \(p'\) and \(p(1)\) to \(p(1) + \beta\) and the resulting entropy becomes smaller. Similarly, we apply Lemma 2.2 to \(p(M - 2), \ldots, p(2)\), we get (13) and its entropy is minimum.

\(P(M + 1 \rightarrow N)\) takes the last \((N - M)\) terms from \(P\). Suppose the value of \(p(M + 1) = \max(p(i), i \in \{M + 1, \ldots, N\})\) is pre-determined and equals \(p''\). It is trivial to see that
\[
\frac{1 - \pi}{M} \geq p' \geq p'' \geq \frac{\pi}{N - M}. \tag{14}
\]

With the value of \(p(M + 1)\) fixed to \(p''\), we can construct \(P(M + 1 \rightarrow N)\) as before to minimize \(H(P(M + 1 \rightarrow N))\).

Lemma 3.4: With the largest (also the first) element of \(P(M + 1 \rightarrow N)\) fixed to \(p''\), the optimal distribution \(P_{\text{min}}(M + 1 \rightarrow N)\) which minimizes the entropy of \(P(M + 1 \rightarrow N)\) is given by
\[
\{ p(M + 1) = \cdots = p(M + \lfloor \frac{\pi}{p''} \rfloor) = p'', \quad p(M + \lfloor \frac{\pi}{p''} \rfloor) = p \mod p'' \}, \quad p(M + \lfloor \frac{\pi}{p''} \rfloor + 1) = \cdots = p(N) = 0. \tag{15}
\]
Proof: It can be easily proved by following the same logic flow as in proving Lemma 3.3. Moreover, this theorem can also be proved by straightforward verification of the Karush-Kuhn-Tucker conditions.

To connect \(P(1 \rightarrow M)\) and \(P(M + 1 \rightarrow N)\) together, we have the following lemma:

Lemma 3.5: \(P_{\text{min}}\) must have \(p' = p''\). Let \(\hat{p} = p' = p''\). \(\hat{p} \in \left[\frac{\pi}{M}, \frac{1 - \pi}{M}\right]\).
Proof: As \(p(M) \geq p(M + 1)\), inequality \(p' \geq p''\) must hold.

Consider a distribution \(P_1\) with \(p' > p''\). By Lemma 2.2, we can always find a positive real number \(\lambda \in (0, p'' - p')\), such that we can produce \(P'\), which is identical to \(P_1\) except \(p'_1(1) = p_1(1) + \lambda\) and \(p'_1(M) = p' - \lambda\), with lower entropy.

Similarly, consider a distribution \(P_2\) with \(p'' > p'\). Let \(p'_2(k)\) be the last non-zero element in \(P_2 = [p'', p(M + 2), \ldots, p_2(k), 0, \ldots, 0]\). We can always find a positive real number \(\xi \in (0, p'' - p')\), such that we can produce \(P''\), which is identical to \(P_2\) except \(p'_2(M + 1) = p'' + \xi\) and \(p'_2(k) = p_2(k) - \xi\), with lower entropy.

By combining the effects on \(\lambda\) and \(\xi\), we can deduce that a distribution with \(p' = p''\) has smaller entropy than another with \(p' \neq p''\). The one with the lowest entropy is \(P_{\text{min}}\), and thus, \(P_{\text{min}}\) must have \(p = p' = p''\). With (14), \(\hat{p} \in \left[\frac{\pi}{N - M}, \frac{1 - \pi}{M}\right]\).
Let $y = \lceil \frac{N - M - N\pi}{1 - \pi} \rceil$. From the above results, we have successfully changed the multi-variable optimization of (11) to the single variable optimization as:

$$\min_{\hat{p} \in \left[ \frac{N}{N-M}, \frac{1-M}{1-M-N\pi} \right]} H(\hat{p}) = H_1(\hat{p}) + H_2(\hat{p})$$

subject to (10), with $p(x)$ specified in (13) and (15), where

$$H_1(\hat{p}) = -(M-1)\hat{p} \log \hat{p} - (1 - \pi) - (M-1)\hat{p} \log((1 - \pi) - (M-1)\hat{p})$$

$$H_2(\hat{p}) = \begin{cases} -(N-1)\hat{p} \log \hat{p} - (1 - \pi), & \text{when } \hat{p} = \frac{\pi}{N} \\ -(K-1)\hat{p} \log \hat{p} - (\pi - ((K-1)\hat{p})) \log(\pi - ((K-1)\hat{p})) & \text{when } \frac{\pi}{N} < \hat{p} \leq \frac{\pi}{K} \\ -(K-2)\hat{p} \log \hat{p} - (\pi - ((K-2)\hat{p})) \log(\pi - ((K-2)\hat{p})) & \text{when } \frac{\pi}{K} < \hat{p} \leq \frac{\pi}{K-2} \\ \vdots & \vdots \\ -(K-y)\hat{p} \log \hat{p} - (\pi - ((K-y)\hat{p})) \log(\pi - ((K-y)\hat{p})) & \text{when } \frac{\pi}{K-y+1} \leq \hat{p} \leq \frac{1-M}{N} \\ \end{cases}$$

where $K = N - M$.

$H(\hat{p})$ is a continuous function with a piecewise continuous derivative. Its left-end and right-end limits at $\hat{p}$ are $\frac{\pi}{N-M}$ and $\frac{1-M}{M}$, respectively. It is composed of a certain number of concave segments and every pair of consecutive concave segments join at a non-differentiable point. We can easily derive from (18) that the function connecting all those non-differentiable points is,

$$\hat{H}(\hat{p}) = \pi \log(\hat{p})$$

$H(\hat{p})$ and $\hat{H}(\hat{p})$ must meet at $\hat{p} = \frac{\pi}{N-M}$, but they may or may not meet at $\hat{p} = \frac{1-M}{M}$. The plots of $H(\hat{p})$ and $\hat{H}(\hat{p})$ for an example with $N = 15$, $M = 5$, and $\pi = 0.4$ can be found in Figure 1. The shape of $\hat{H}(\hat{p})$ depends on the values of $N$, $M$, and $\pi$. It may be monotonically increasing, monotonically decreasing, monotonically increasing and then decreasing, etc. No matter which shape it is, $\hat{p}^*$ constituting the minimum $H(\hat{p})$ must be one of the non-differentiable points or $\frac{1-M}{M}$.

Let $\hat{P}^*$ be the set of $\{ \frac{N-M}{1-M}, \frac{N-M-\pi}{1-M-N\pi}, \ldots, \frac{1-M}{1-M-N\pi} \}$. If $y$ equals $\frac{N-M-\pi}{1-M}$, then $|\hat{P}^*|$ equals $\frac{N-M-N\pi}{1-M}$. Otherwise, $|\hat{P}^*|$ equals $\frac{N-M-N\pi}{1-M} + 1$. We can further transform the original multi-variable optimization with continuous solution set given by (11) to a single variable optimization with discrete set, given by,

$$\min_{\hat{p} \in \hat{P}^*} H(\hat{p}) = H_1(\hat{p}) + H_2(\hat{p})$$

Moreover, $H(\hat{p})$ can now become $H(\hat{p}) = \begin{cases} -(N-1)\hat{p} \log \hat{p} - (1 - \pi) - (M-1)\hat{p}, & \hat{p} = \frac{\pi}{N-M} \\ -(N-2)\hat{p} \log \hat{p} - (1 - \pi) - (M-1)\hat{p}, & \hat{p} = \frac{\pi}{N-M-1} \\ \vdots & \vdots \\ -(N-y)\hat{p} \log \hat{p} - (1 - \pi) - (M-1)\hat{p}, & \hat{p} = \frac{\pi}{N-M-y+1} \end{cases}$

$$H(\hat{p}) \geq \min \begin{cases} \frac{(N-1)\pi}{N-M} \log \frac{N-M}{N}, & \hat{p} = \frac{\pi}{N-M} \\ \frac{(N-2)\pi}{N-M-1} \log \frac{N-M-1}{N}, & \hat{p} = \frac{\pi}{N-M-1} \\ \vdots & \vdots \\ \frac{(N-y)\pi}{N-M-y+1} \log \frac{N-M-y+1}{N}, & \hat{p} = \frac{\pi}{N-M-y+1} \end{cases}$$

Since $0 \leq \pi \leq 1 - \frac{M}{N}$, we can relax the above inequality by replacing $\pi$ in the log function with $1 - \frac{2N}{2M}$, except in the last row. With $0 \leq -(1-\pi) \log(1-\pi) \leq 1$, we have,

$$H(\hat{p}) \geq \min \begin{cases} -\frac{(N-1)\pi}{N-M} \log \frac{N-M}{N}, & \hat{p} = \frac{\pi}{N-M} \\ -\frac{(N-2)\pi}{N-M-1} \log \frac{N-M-1}{N}, & \hat{p} = \frac{\pi}{N-M-1} \\ \vdots & \vdots \\ -\frac{(N-y)\pi}{N-M-y+1} \log \frac{N-M-y+1}{N}, & \hat{p} = \frac{\pi}{N-M-y+1} \end{cases}$$
Corollary 3.3:

\[
\pi \leq \max \left\{ \frac{H(N-M)}{(N-1) \log \frac{N-M-1}{N-M}}, \frac{H(N-M-1)}{(N-2) \log \frac{N-M-2}{N-M-1}}, \ldots, \frac{H(N-M-y+1)}{(N-y) \log \frac{N-M-y+1}{N-M-y+2}}, \frac{H(M)}{(N-y) \log \frac{M}{N-y} + 1} \right\}
\]

(24)

**Proof:** The result can be directly derived from (23).

Let \(\pi_{\min}(H)\) and \(\pi_{\max}(H)\) be \(\frac{H-1-\log M}{\log (\frac{M}{N})-1}\) and the right hand side of inequality (24) respectively. We get the following theorem.

**Theorem 3.3:** With given entropy of the random variable \(X\), for a system with constraints specified in (10), the error probability \(\pi\) is bounded by \(p_{\min}(H)\) and \(p_{\max}(H)\) with:

\[
\pi_{\min}(H) \leq \pi \leq \pi_{\max}(H)
\]

**Proof:** The result is obtained by combining Corollaries 3.2 and 3.3.

One important benefit of our work is that the computational complexity of finding the optimal \(\hat{\pi}\) is greatly reduced. Originally the solution space is of multiple continuous variables, i.e. (11), and it is simplified to one with a single variable with continuous set \([\tilde{p}_2, \tilde{p}_1]\), i.e. (16). Moreover, recall that the entropy function forms a polyhedron whose minimum points highly depend on the values of \(N, M, \) and \(\pi\). Different combinations of \(N, M, \) and \(\pi\) give different closed-form solutions of minimum entropy. Thus, they are extremely difficult to be found explicitly. Even by using numerical optimization techniques to improve the accuracy and reliability, we need to investigate a large number of discrete points with relatively small step sizes and this will incur heavy computational load. However, according to our analysis, the solution set has shrunk to a limited number of discrete points only and the optimal solution is guaranteed to be one of those points. Furthermore, we can tell from the derived results that going through all the points in our derived set will incur linear computational complexity of \(O(N)\).

IV. ILLUSTRATION

We analyze the lower bound performance of the opportunistic scheduling scheme of a base station-client network. In this network, we have one base station and \(N\) nodes. The nodes move around the base station following a mobility model. The connectivity is time slot-based. In other words, in each time slot, we can schedule \(M (M \leq N)\) nodes to communicate with the base station. We have a centralized algorithm to control the scheduling. The throughput of each node depends on its channel condition decided by the location of the node.

Consider a particular time slot. Denote by \(A\) and \(B\) the set of all nodes and the chosen nodes for scheduling, respectively. Then \(|A| = N\) and \(|B| = M\). In each time slot, each node will enjoy good channel condition with probability \(p(a_i)\), and suffer bad channel condition with probability \(1 - p(a_i)\). Let \(p(a_1) \geq p(a_2) \geq \cdots \geq p(a_N)\). Note that \(\sum_{i=1}^{N} p(a_i)\) may be larger than 1. But we can perform a transformation as follows to make it fit into our assumption (4).

\[
p(b_i) = \frac{p(a_i)}{\sum_{i=1}^{N} p(a_i)} - 1 \leq i \leq N
\]

(25)

According to the best strategy, we should always schedule the \(M\) nodes with the highest probabilities of good channel condition to transmit without the consideration of fairness. So the maximum expected system throughput is \(U = \sum_{i=1}^{M} p(a_i)\).

This problem fits into our model with \(k = M\) and the performance measure is the supplementary of error probability, i.e., \(1 - \pi\). After transformation and with Corollary 3.2, we can get the following lower bound of the performance.

\[
U \geq \sum_{i=1}^{N} p(a_i) \cdot \frac{H - 1 - \log(N - M)}{\log M - \log N}
\]

(26)

Similarly, we can also get the upper bound of the system performance according to the result of Corollary 3.3. By this example of scheduling, we show that we can give the lower bound and upper bound of the system performance under our proposed framework. We also learn from this illustration that obtaining information about uncertain input or approximating it accurately is very important because of its direct relationship with system performance.

V. CONCLUSION

In this paper, we study the performance of opportunistic scheduling in wireless networks from the perspective of information and entropy. First, we derive the maximal and minimal entropies for constrained probability distributions. Based on this result, we do an inverse transformation and get the performance bounds for given entropy. With these foundations established, we analyze the performance of opportunistic scheduling in wireless networks and some meaningful theoretical results are presented. Finally, an opportunistic scheduling application is utilized to illustrate the effectiveness of our work.
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