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Abstract—Distribution calibration plays an important role in cross-domain learning. However, existing distribution distance metrics are not geodesic; therefore, they cannot measure the intrinsic distance between two distributions. In this paper, we calibrate two distributions by using the geodesic distance in Riemannian symmetric space. Our method learns a latent subspace in the reproducing kernel Hilbert space, where the geodesic distance between the distribution of the source and the target domains is minimized. The corresponding geodesic distance is thus equivalent to the geodesic distance between two symmetric positive definite (SPD) matrices defined in the Riemannian symmetric space. These two SPD matrices parameterize the marginal distributions of the source and target domains in the latent subspace. We carefully design an evolutionary algorithm to find a local optimal solution that minimizes this geodesic distance. Empirical studies on face recognition, text categorization, and web image annotation suggest the effectiveness of the proposed scheme.

Index Terms—Cross-domain learning, distribution calibration, Riemannian symmetric space, subspace learning.

I. INTRODUCTION

CROSS-DOMAIN learning algorithms leverage knowledge learned from the source domain for use in the target domain, where both domains are different but related [10]. Cross-domain learning has widely been applied to machine learning [7], [18], pattern recognition [25], [31], [32], and image processing [8], [9], [17], [27], particularly for the case when it is relatively difficult or expensive to collect labeled training samples.

Recently, distribution calibration algorithms have been introduced to cross-domain learning. They minimize the mismatch between the distribution of the training samples and the test samples. Theoretically, samples from the source and target domains can be deemed to be drawn from a same distribution after the distribution calibration. Practically, sufficient applications have shown the effectiveness of distribution calibration algorithms for cross-domain learning. Dimension reduction [5], [30], [33] is often involved in distribution calibration algorithms for cross-domain learning. Basically, when all the samples from the source and target domains are projected into a low-dimensional subspace by some dimension reduction algorithms designed for cross-domain learning [28], their distribution bias can be calibrated.

One major concern for distribution calibration is measuring the distribution discrepancy between the source and target domains [29]. The maximum mean discrepancy (MMD) [3] is one of the most widely used nonparametric criteria in cross-domain learning for estimating the distance between different distributions. In MMD, the distance between distributions of two sets of samples can be estimated as the maximum Euclidean distance between the means of samples from the two domains in the reproducing kernel Hilbert space (RKHS). Many cross-domain learning algorithms have been developed based on this criterion. For example, Pan et al. (2008) proposed a transductive dimension reduction algorithm, i.e., maximum mean discrepancy embedding (MMDE), to minimize MMD in a latent subspace for cross-domain text categorization. Domain transfer support vector machine (DTSVM) [13] was proposed to cope with the change of feature distribution between different domains in video concept detection, and the change was calculated by MMD. Transfer component analysis (TCA) [22] was proposed to find a set of common transfer components for simultaneously matching distributions, also measured in MMD, a cross source, and target domains to adapt an indoor Wi-Fi localization model.

However, MMD applied to the aforementioned distribution calibrate techniques for cross-domain learning approaches suffers from two major disadvantages. First, MMD is not geodesic, i.e., it cannot discover the intrinsic distance between two probability densities. Many applications require the distribution distance measure, e.g., the geodesic distance, to reflect the underlying structure of the data. Second, MMD cannot handle the situation when covariances of probability densities are quite different, because it only considers the mean difference.

To solve the aforementioned two problems, in this paper, we calibrate distributions in the Riemannian symmetric space [1]. The proposed algorithm is referred to as the distribution calibration in Riemannian symmetric space (DC-RSS). It minimizes the distribution difference between different domains in a low-dimensional latent subspace. In particular, we first map all samples into RKHS and model the marginal distributions of the source and target domains in RKHS as two different Gaussians.
Information geometry [2] shows that parameters of Gaussian distributions are embedded in the Riemannian symmetric space. Therefore, after projecting samples from RKHS onto the subspace, these two Gaussians can be represented as two SPD matrices in Riemannian symmetric space through parameterization. In particular, three consecutive projections as shown in Fig. 1 are conducted to parameterize Gaussians in multivariate normal distribution space as SPDs in the Riemannian symmetric space. Based on the differential geometric structure upon SPD matrices in the Riemannian symmetric space [24], the geodesic distance between any two SPD matrices can be measured in a compact form, and thus, the distance function between the source and target domains is accordingly geodesic.

In addition, because there is no assumption on the means or covariances of Gaussians in our framework, differences on both means and covariances can be taken into account. Therefore, we can arrive at a cross-domain learning method by minimizing the geodesic distance in the Riemannian symmetric space. However, the gradient or Hessian of the objective function for DC-RSS is not of a compact form; therefore, it is difficult to find a suitable solution by using conventional optimization approaches, e.g., gradient descent or Newton’s methods. In this paper, the evolutionary algorithm (EA) [12], a kind of global search heuristics, is carefully introduced to optimize DC-RSS.

The rest of this paper is organized as follows. Section II presents DC-RSS, analyzes DC-RSS’s solution format, and develops an EA to solve DC-RSS. Section III illustrates the following three important applications for DC-RSS: 1) cross-domain face recognition; 2) text categorization; and 3) web image annotation on the machine learning database. Section IV concludes this paper.

II. DC-RSS

Measuring the distance between probability densities is of great importance in distribution calibration. To have a compact function for measuring the geodesic distance between two probability densities, we parameterize the multivariate normal distribution space as the Riemannian symmetric space, i.e., distributions of source and target domains can be represented by two symmetric positive definite (SPD) matrices. Then, the geodesic distance between two probability densities is equivalent to the geodesic distance between two corresponding SPD matrices in Riemannian symmetric space.

A. Problem Statement

In cross-domain learning, we have the following two sets of samples: 1) the \( I \) training samples \( X_s = \{(x_i, y_i)\}_{i=1}^I \) from the source domain, where \( x_i \in X \) is the \( i \)th input feature, and \( y_i \in Y \) is the corresponding discrete label, and 2) the \( U \) test samples \( X_t = \{(x_{i+l}, y_{i+l})\}_{i=1}^U \) drawn from the target domain, where the label \( y_i \) is unknown. The marginal distributions of the training and test samples are \( P(X_s) \) and \( Q(X_t) \), and \( P(X_s) \neq Q(X_t) \) is the general assumption in cross-domain learning. In this paper, samples are transformed into RKHS by using a nonlinear transformation \( \phi: X \rightarrow \mathcal{H} \), wherein \( \mathcal{H} \) is a universal RKHS. Let \( X^s_\phi = \{\phi(x_i)\}_{i=1}^I \) and \( X^t_\phi = \{\phi(x_i)\}_{i=1+I}^U \) be the transformed input features from the source and target domains, respectively, and their corresponding marginal distributions are \( P(X^s_\phi) \) and \( Q(X^t_\phi) \). To have a compact distance function, we model both \( P(X^s_\phi) \) and \( Q(X^t_\phi) \) in RKHS as two Gaussians with different means \( (\mu_s, \mu_t) \) and covariances \( (\Sigma_s, \Sigma_t) \). The proposed DC-RSS searches for a latent linear subspace \( W \), and when all samples are projected into it, the geodesic distance between the marginal distributions of the source and target domains is minimized. Denote \( Y_s = W^T X^s_\phi \) and \( Y_t = W^T X^t_\phi \) as the training and test samples’ low-dimensional representations, respectively. Their corresponding probability densities are \( P(Y_s) \) and \( Q(Y_t) \). As a consequence, DC-RSS is designed to find a \( W \) so that the geodesic distance between \( P(Y_s) \) and \( Q(Y_t) \) is minimized, i.e.,

\[
W = \arg \min \ d_R (P(Y_s), Q(Y_t)).
\]  

Because \( P(X^s_\phi) \) and \( Q(X^t_\phi) \) are approximated by Gaussians in RKHS, the corresponding projections \( P(Y_s) \) and \( Q(Y_t) \) are also Gaussians in the multivariate normal distribution space. As a consequence, the means for the source and target domains in the subspace become \( W^T \mu_s \) and \( W^T \mu_t \), and their corresponding covariances are \( W^T \Sigma_s W \) and \( W^T \Sigma_t W \), respectively. Two well-known distance metrics for probability densities are the Kullback–Leibler (KL) divergence and the Euclidean measure. However, neither of these metrics is geodesic, i.e., they cannot measure the intrinsic distance between \( P(Y_s) \) and \( Q(Y_t) \). Therefore, it is necessary to introduce a geodesic distance to measure the distance between \( P(Y_s) \) and \( Q(Y_t) \). In this paper, we project \( P(Y_s) \) and \( Q(Y_t) \) into the Riemannian symmetric space as two SPD matrices and then measure the geodesic distance between two SPD matrices by the associated Riemannian distance metric.

B. Parameterization

In the rest of this paper, \( SL(n+1)/SO(n+1) \) refers to the Riemannian symmetric space, wherein \( SL(n+1) \) is the simple Lie group, and \( N = \gamma |dx| \) is the multivariate normal distribution space associated with the Lebesgue measure \( dx \) on \( \mathbb{R}^n \).

According to [20], three consecutive projections, i.e., \( \pi_1, \pi_2, \) and \( \pi_3 \), are introduced to parameterize the multivariate normal distribution space to Riemannian symmetric space, i.e.,

\[
N \rightarrow SL(n+1)/SO(n+1).
\]  

After these projections, two Gaussians \( P(Y_s) \) and \( Q(Y_t) \) can be identified by two SPD matrices (\( P \) and \( Q \)) in \( SL(n+1)/SO(n+1) \), respectively, upon which the geodesic distance between \( P \) and \( Q \), i.e., \( d_R(P, Q) \), can accordingly be calculated.
to measure the geodesic distance $d_R(P(Y_s), Q(Y_t))$ between $P(Y_s)$ and $Q(Y_t)$.

To parameterize normal distributions in a group structure, an affine group $Aff^+(n)$ is constructed. Let $GL(n)$ be the general linear group that contains all nonsingular matrices and $R^n$ be the $n$-dimensional vector space, and thus, the affine group $Aff^+(n)$ is

$$Aff^+(n) = \left\{ \Phi_{\sigma,\mu} : x \mapsto \sigma x + \mu \mid \sigma \in GL(n), \mu \in R^n, \det \sigma > 0 \right\}.$$  

(3)

The affine group is a kind of Lie group and consists of all invertible affine transformations from the space to itself. It transitively acts on $N$ by using $\pi_1 : Aff^+(n) \rightarrow N$, i.e.,

$$\pi_1 : \Phi_{\sigma,\mu} \mapsto (\Phi_{\sigma,\mu}^{-1})(\gamma_0|dx|) \quad (4)$$

where $\gamma_0|dx| = (2\pi)^{-n/2}e^{-1/2\sigma^t x}$ is the standard normal distribution on $R^n$, $\mu$ and $\Sigma$ are the mean and covariance for the normal distribution, and $\sigma$ can be obtained by the Cholesky decomposition of covariance $\Sigma$, i.e., $\Sigma = \sigma \sigma^t$. After the $\pi_1$ projection, each normal distribution in $N$ can be represented by an element in $Aff^+(n)$.

Afterward, we project $Aff^+(n)$ into $SL(n+1)$, which is a simple Lie group, by $\pi_2 : Aff^+(n) \rightarrow SL(n+1)$, i.e.,

$$\pi_2 : \Phi_{\sigma,\mu} \mapsto (\det \sigma)^{-\frac{1}{n+1}} \begin{bmatrix} \sigma & \mu \\ 0 & 1 \end{bmatrix}. \quad (5)$$

Finally, we use $\pi_3$ to project $SL(n+1)$ into $SL(n+1)/SO(n+1)$ according to

$$\pi_3 : \sigma \mapsto \sigma \sigma^t \quad (6)$$

where $\sigma \sigma^t \in SL(n+1)/SO(n+1)$, with $\sigma \in SL(n+1)$.

We can arrive at $N \rightarrow SL(n+1)/SO(n+1)$ by combining these three consecutive projections $\pi_1$, $\pi_2$, and $\pi_3$, i.e.,

$$(\Phi_{\sigma,\mu}^{-1})(\gamma_0|dx|) \mapsto (\det \sigma)^{-\frac{1}{n+1}} \begin{bmatrix} \sigma \sigma^t + \mu \mu^t & \mu \\ \mu^t & 1 \end{bmatrix}. \quad (7)$$

where the matrix $(\det \sigma)^{-2/(n+1)} \begin{bmatrix} \sigma \sigma^t + \mu \mu^t & \mu \\ \mu^t & 1 \end{bmatrix}$ is an SPD matrix in $SL(n+1)/SO(n+1)$. Fig. 1 provides a canonical identification of $N$ in $SL(n+1)/SO(n+1)$. In particular, this identification can be achieved by projecting $N$ into $Aff^+(n)$ through $\pi_1$, then embedding $Aff^+(n)$ in $SL(n+1)$ through $\pi_2$, and finally transforming $SL(n+1)$ to $SL(n+1)/SO(n+1)$ through $\pi_3$.

According to (7), two Gaussians $P(Y_s)$ and $Q(Y_t)$ in $N$ can thus be identified by two SPD matrices, and their corresponding identifications $P$ and $Q$ in $SL(n+1)/SO(n+1)$ are

$$P(Y_s) \mapsto P = \frac{1}{2\pi} \begin{bmatrix} \Sigma_s & \mu_s \mu_s^T & \mu_s^T \\ \mu_s & \mu_s^T & 1 \end{bmatrix}$$

$$Q(Y_t) \mapsto Q = \frac{1}{2\pi} \begin{bmatrix} \Sigma_t & \mu_t \mu_t^T & \mu_t^T \\ \mu_t & \mu_t^T & 1 \end{bmatrix} \quad (8)$$

where $\mu_s$ and $\mu_t$ are the means of $Y_s$ and $Y_t$, i.e., $\mu_s = W^T \Sigma_s$ and $\mu_t = W^T \Sigma_t$, and $\Sigma_s$ and $\Sigma_t$ are their corresponding covariance matrices, i.e., $\Sigma_s = W^T \Sigma_s W$ and $\Sigma_t = W^T \Sigma_t W$, respectively.

### C. Geometry of the Riemannian Symmetric Space

Taking the simple Lie group $SL(n+1)$ as the bridge, through the three consecutive projections $\pi_1$, $\pi_2$, and $\pi_3$, the normal distributions in $N$ can uniquely be identified by SPD matrices in $SL(n+1)/SO(n+1)$. Afterward, we can use the distance metric between SPD matrices in $SL(n+1)/SO(n+1)$ to measure the geodesic distance between two Gaussians in $N$. The differential geometric structure upon SPD matrices in $SL(n+1)/SO(n+1)$ is well defined, and the geodesic distance between any two SPD matrices can be measured in a compact form. Therefore, the distance between distributions in $N$ is accordingly geodesic.

Let $P(n+1)$ consist of all $(n+1) \times (n+1)$ SPD matrices in $SL(n+1)/SO(n+1)$. According to [21], the geodesic distance between any two matrices $P$ and $Q$ in $P(n+1)$ is

$$d_R(P, Q) = \| \log(P^{-1}Q) \|_F \quad (9)$$

where $\| \cdot \|$ is the Frobenius matrix norm, and $\log(\cdot)$ is the principal matrix logarithm or, equivalently, the inversion of the matrix exponential.

Our objective is to find the projection subspace $W$, where the geodesic distance between the source and target domains distributions $P(Y_s)$ and $Q(Y_t)$ is minimized, i.e., $P(Y_s)$ and $Q(Y_t)$ are matched to each other. As a consequence, the objective of DC-RSS turns into

$$J(W) = \min_W \| \log(P(W^{-1}Q(W)) \|_F. \quad (10)$$

However, it is not trivial to obtain $W$ in (10). To obtain a suitable $W$, it is necessary to prove that the representer theorem holds for the optimization problem defined in (10).

**Theorem I: Representer Theorem:** Let $w_i$ be the projection vector in the projection matrix $W$, and then, each minimizer $W = [w_1, \ldots, w_d]$ of $J(W)$ has the following representation:

$$w_i = \sum_{i=1}^{l+u} \alpha_{i,s}^t \phi(x_i) \quad (11)$$

where $\forall i \in \{1, \ldots, l+u\}$ and $\forall s \in \{1, \ldots, d\}$, $\alpha_{s}^t \in R$, $\sum_{i=1}^{l+u} \alpha_{i,s}^t = 0$, and $\alpha_{s} = [\alpha_{1,s}^t, \ldots, \alpha_{l+u,s}^t]^T \in R^{l+u}$, $\phi$ is a non-linear transformation $\phi : X \rightarrow \mathcal{H}$.

**Proof:** Let $\mathcal{H}_k$ be an RKHS associated with a kernel $k : x \times x \rightarrow R$, which is a symmetric SPD function on the compact domain. Because we have assumed that $k$ maps into $R$, we will use $\phi : x \rightarrow R^X$, $x \mapsto k(x, x)$. Because $k$ is a reproducing kernel, for all $x, x' \in X$, the evaluation of the function on the point $\phi(x)$ yields

$$\phi(x)(x') = k(x', x) = \langle \phi(x'), \phi(x) \rangle. \quad (12)$$

where $\langle \cdot, \cdot \rangle$ denotes the dot product defined on $\mathcal{H}_k$. Given all the samples in RKHS $\{\phi(x_i)\}_{i=1}^{l+u}$, any $w_s$ can be decomposed
into a part that lies in the span of the $\phi(x_i)$, $\sum_{i=1}^{l+u} \alpha^k_i \phi(x_i)$ and a part $v$ that is orthogonal to it, i.e.,

$$w_a = \sum_{i=1}^{l+u} \alpha^k_i \phi(x_i) + v, \langle v, \phi(x_i) \rangle = 0. \quad (13)$$

According to (13), the projection of an arbitrary sample $\phi(x_j)$ by $w_a$ yields

$$u^T_a \phi(x_j) = \left\langle \sum_i \alpha_i \phi(x_i) + v, \phi(x_j) \right\rangle = \sum_i \alpha_i \langle \phi(x_i), \phi(x_j) \rangle. \quad (14)$$

It is obvious that (14) is independent of $v$. The calculation of covariance matrices, i.e., $\Sigma_j$, $\Sigma'$, and means, i.e., $\mu^k_i, \mu'_i$, in $J(W)$ are all based on the low-dimensional representation of samples, e.g., $w^T_a \phi(x_j)$. As a result, $J(W)$ is independent of $v$, and any solution $w_a$ in $W$ takes the form $w_a = \sum_{i=1}^{l+u} \alpha_i \phi(x_i)$. Furthermore, $W = \phi(X)A_{DC}$

where $A_{DC} = [\alpha_1, \ldots, \alpha_d]$, and $\phi(X) = X^k \cup X^k = \{\phi(x_i)\}_{i=1}^{l+u}$. This expression completes the proof.

Based on $W = \phi(X)A_{DC}$ derived from the representer theorem, the representation of $P$ in (8) and (10) in RKHS can thus be directly rewritten as

$$P = [\hat{\Sigma}_s + \hat{\mu}_s \hat{\mu}_s^T] - \hat{\mu}_s \hat{\mu}_s^T \quad (16)$$

where $K$ is an $(l + u) \times (l + u)$ kernel Gram matrix with entry $K_{i,j} = \phi^T(x_i) \phi(x_j)$, $k_i$ is the $i$th column of $K$, and $\hat{\mu}_s$ and $\hat{\Sigma}_s$ are the mean and covariance of the training samples in RKHS, respectively, which can be calculated as

$$\begin{align*}
\hat{\mu}_s &= \frac{1}{l} \sum_{i=1}^{l} W^T \phi(x_i) = \frac{1}{l} A_{DC}^T \sum_{i=1}^{l} k_i \\
\hat{\Sigma}_s &= \frac{1}{l} A_{DC}^T \left( \sum_{i=1}^{l} k_i k_i^T - \frac{1}{l} \sum_{i=1}^{l} k_i \sum_{j=1}^{l} k_j \right) A_{DC}. \quad (17)
\end{align*}$$

The kernel form of $Q$ can similarly be obtained. As a consequence, the optimization problem (10) turns to learning the optimal linear combination coefficients matrix $A_{DC}$. However, the size of $A_{DC}$ is directly proportional to the number of training and test samples, i.e., $l + u$, and thus does not scale up well when $l + u$ is relatively large. To solve this problem, we prove that learning DC-RSS in RKHS is equivalent to learning DC-RSS in the space spanned by the principal components of the kernel principal component analysis (KPCA) [26] in Theorem 2. As a result, we can dramatically reduce the time cost in DC-RSS.

**Theorem 2:** Learning $A_{DC}$ in (10) is equivalent to applying DC-RSS in the space spanned by the principal components of KPCA, i.e., DC-RSS in RKHS is equal to KPCA, followed by DC-RSS with the linear kernel.

**Proof:** Denote the covariance matrix for all the samples in RKHS, i.e., $\phi(X)$, by $C = (1/l + u) \sum_{j=1}^{l+u} \phi(x_j)\phi(x_j)^T$. For KPCA, we aim at finding the eigenvector $u$ and the eigenvalue $\lambda$ that satisfy $Cu = \lambda u$. This problem is equivalent to solving $\phi(x_j)Cu = \lambda \phi(x_j)u$ for $j = 1, \ldots, l + u$. (18)

Based on the representer theorem, it is not difficult to prove that the $i$th eigenvector $u_i$ in (18) is in the span of all the samples, i.e., $u_i \in span\{\phi(x_j)\}_{j=1}^{l+u}$ or, more specifically, $u_i = \sum_{j=1}^{l+u} \beta^i_j \phi(x_j)$. Thus, (18) is equivalent to the following optimization problem:

$$K\beta_{KPCA} = \lambda \beta_{KPCA} \quad (19)$$

where $K$ is a kernel function, with $K_{i,j} = \phi^T(x_i) \phi(x_j)$, $\beta_i = [\beta^i_1, \ldots, \beta^i_{l+u}]^T$, and $\beta_{KPCA} = [\beta_1, \ldots, \beta_{l+u}]$. The solution of the aforementioned eigendecomposition is the eigenvector $\beta_i$, and the corresponding eigenvalue is $\lambda_i$. Therefore, the projection matrix of KPCA, $U = [u_1, \ldots, u_{l+u}]$, is given by $U = \phi(X)/K_{PCA}$. Because of the constraint $U^TU = I$, we can arrive at

$$(\phi(X)\beta_{KPCA})^T (\phi(X)\beta_{KPCA}) = \beta_{KPCA}^T K_{PCA} \beta_{KPCA} = I$$

which results in $\beta_{KPCA}^2 K_{PCA} = K^{-1}$ (because $\beta_{KPCA}^2 K_{PCA}$ is full rank).

Consequently, the projected $x_i$ in KPCA space is given by

$$\tilde{x}_i = U^T \phi(x_i) = \beta_{KPCA}^T k_i \quad (20)$$

where $k_i$ is the $i$th column of $K$. Therefore, all the samples pre-processed by KPCA become $\tilde{X} = [\tilde{x}_1, \ldots, \tilde{x}_{l+u}] = \beta_{KPCA}^T K_{PCA}$.

Denote the mean and the covariance with linear kernels over training samples $X_s = [\tilde{x}_1, \ldots, \tilde{x}_{l+u}]$ in the KPCA space by $\hat{\mu}_s$ and $\hat{\Sigma}_s$, respectively. Then, we have

$$\begin{align*}
\hat{\mu}_s &= \frac{1}{l} \sum_{i=1}^{l} \tilde{x}_i = \frac{1}{l} \beta_{KPCA} \sum_{i=1}^{l} k_i, \text{ and} \\
\hat{\Sigma}_s &= \frac{1}{l} \beta_{KPCA}^2 \left( \sum_{i=1}^{l} k_i k_i^T - \frac{1}{l} \sum_{i=1}^{l} k_i \sum_{j=1}^{l} k_j \right) \beta_{KPCA}. \quad (21)
\end{align*}$$

The mean $\hat{\mu}_s$ and covariance $\hat{\Sigma}_s$ with linear kernels over test samples $X_t = [\tilde{x}_{l+1}, \ldots, \tilde{x}_{l+u}]$ in the KPCA space can similarly be derived. Next, we project all the samples in the KPCA space to a subspace by the projection matrix $W$. According to the representer theorem, the projection matrix $W = [w_1, \ldots, w_d]$ is in the span of all the samples projected in the KPCA space, i.e., $w_i = \sum_{j=1}^{l+u} \alpha^i_j \tilde{x}_j$ as a result

$$w_i = \beta_{PCA}^T \alpha_i^TPCA \quad (23)$$
where $\alpha^{KPCA} = [\alpha_1, \ldots, \alpha_{l+w}]^T$, and $W = \beta^{DC}_{\text{KPCA}} K^{DC}_{\text{KPCA}}$, with $K^{DC}_{\text{KPCA}} = [\alpha_1^{KPCA}, \ldots, \alpha_d^{KPCA}]$.

After the projection $W$, the mean and covariance for the training samples in the subspace become $W^T \hat{\mu}_s$ and $W^T \hat{\Sigma}_s W$, respectively. Based on (22) and (24), we have

$$W^T \hat{\mu}_s = \frac{1}{l} W^T \sum_{i=1}^l \phi(x_i) = \frac{1}{l} (A^{KPCA})^T \sum_{i=1}^l k_i$$

$$W^T \hat{\Sigma}_s W = \frac{1}{l} W^T \sum_{i=1}^l (\hat{x}_i - \hat{\mu}_s)(\hat{x}_i - \hat{\mu}_s)^T W$$

$$= \frac{1}{l} (A^{KPCA})^T \sum_{i=1}^l k_i k_i^T - \frac{1}{l} \sum_{i=1}^l k_i \sum_{j=1}^l k_j^T \sum_{i=1}^l k_i k_i^T$$

$$= A^{DC}_{\text{KPCA}}.$$

(24)

As a consequence, $W^T \hat{\Sigma}_s W = \hat{\Sigma}_s$, and $W^T \hat{\mu}_s = \hat{\mu}_s$, and similarly, $W^T \hat{\Sigma}_t W = \hat{\Sigma}_t$, and $W^T \hat{\mu}_t = \hat{\mu}_t$. In other words, the mean and covariance do not change if we apply KPCA, followed by DC-RSS, instead of directly learning DC-RSS in RKHS with the linear kernel. Thus the optimization of (10) is equivalent to preprocessing data by KPCA and then applying DC-RSS to find the solution $W$. This expression completes the proof.

According to Theorem 2, we can make use of KPCA to preprocess the data and then conduct DC-RSS in the subspace spanned by KPCA’s most important nonlinear principal components. This way, the time cost can significantly be reduced in DC-RSS.

D. EA for Optimization

However, neither the gradient nor the Hessian of the objective function defined in (10) are compact; therefore, it is difficult to obtain its solution by using conventional optimization algorithms, e.g., the gradient descent and Newton’s method. Furthermore, (10) is not convex; therefore, it could be improper to apply the gradient descent method, which can only search a local solution. In this paper, EA is utilized to solve (10) so that we can obtain a better local solution of DC-RSS to suppress the local optimality of conventional optimization algorithms. EA is a generic population-based metaheuristic optimization strategy and analogy to the metaphor of natural biological evolution. It operates by searching on the population of potential solutions, applying the principal of survival of the fittest, and then iteratively generating new offspring according to their fitness values. EA will process for generations until the best solution is found. As a consequence, along with the EA process, the individual will become much more suitable for the optimization problems, e.g., the value of the objective in (10) will decrease.

First, a population of individuals that represent the projection matrices are randomly selected from the search space, where the search space $\Delta$ consists of the $d$-dimensional vectors, $\Delta = \{x \in \mathbb{R}^d | i = 1, 2, \ldots, m\}$, where $d$ is the dimension of the data preprocessed by KPCA. An individual or a new projection matrix $W$ can be constructed by linearly combining the vectors from the basis vectors in $\Delta$ and then orthonormalizing the composed matrix. According to the aforementioned method of generating a projection matrix $W$, an individual can be represented as a vector, $v = [a_1, a_2, \ldots, a_m, b_1, \ldots, b_m]$, where $a_1$ is a selection bit that indicates whether the $i$th basis vector $\alpha_i$ will be selected to construct $W$. If so, the corresponding combination coefficient can be $b_i$. Otherwise, $b_i$ is not taken into account. Therefore, an individual under such definition can achieve a low space complexity.

After initialization, we calculate every individual’s fitness value in this population. The larger the fitness value for individual $v$, the more likely that it will be the solution of the optimization problem. As a consequence, the fitness function is directly relative to the objective function and equal to the inverse of (10), i.e.,

$$\text{Fitness}(v) = - \| \log(P^{-1}Q) \|_F. \quad (25)$$

Algorithm 1: DC-RSS

**Input:** Preprocessed samples from source and target domains by KPCA; search space $\Delta$; maximum population size $n$; the number of the individual $m$ in one population; $\varepsilon > 0$.

**Output:** Projection matrix $W$

**Initialize:** Randomly select a population of individuals from $\Delta$.

**repeat**

$t \leftarrow t + 1$.

if $\mu_t - \mu_{t-1} > \varepsilon$ then

for $s = 1$ to $m$ do

1. Decode the individual $v_s$ in the $t$th population to construct $W$ based on $\Delta$.
2. Project all the samples from the source and target domains into a subspace by $W$.
3. Calculate the source and target domains’ means, i.e., $W^T \hat{\mu}_s$ and $W^T \hat{\mu}_t$, and covariances, i.e., $W^T \hat{\Sigma}_s W$ and $W^T \hat{\Sigma}_t W$, in the subspace.
4. Parameterize $SL(n+1)/SO(n+1)$ to $N$ by using (7).
5. Obtain the fitness value of $v_s$ in (25).

end for

Calculate the mean of all the individuals’ fitness value for $t$th population as $\mu_t$ based on (25).

**end if**

until $t > n$

After all individual’s values are calculated, we can check whether the mean of all the individuals’ fitness values in this population changes compared with the anterior population. If not, we output the individuals. Otherwise, we randomly select two individuals through tournament selection and undertake EA
operations under a certain probability to generate new individuals. Tournament selection [12] is a fitness-based process, i.e., the possibility of an individual of being a winner of the tournament selection is directly related to its fitness value. Thus, the larger the fitness value for individual \( v \) is, the more likely that the individual will be selected to produce offspring by the following two kinds of operations in EA: 1) mutation or crossover. The crossover operation, after the tournament selection of two individuals \( v_i = [a^1_i, a^2_i, \ldots, a^m_i, b^1_i, \ldots, b^m_i] \) and \( v_j = [a^1_j, a^2_j, \ldots, a^m_j, b^1_j, \ldots, b^m_j] \) from the population, we randomly select two crossover points and implement an exchange procedure between these two individuals (e.g., if two crossover points are set as \( a_m \) and \( b_2 \), two segments \( a^m_i, b^1_i, b^2_i \) and \( a^m_j, b^1_j, b^2_j \) are exchanged in the crossover operation, and hereby, two new individuals are generated).

For mutation, after the tournament selection of an individual \( v \) from this population, every selection bit \( a_i \) and every bit in combination coefficient \( b_i \) in \( v \) is subject to mutation from 0 to 1, or vice versa, under a certain probability, and thus, a new individual will be generated.

The operations of crossover and mutation can help in keeping the diversity of the population and preventing premature convergence on poor solutions. The aforementioned generation process is repeated several times until the fitness value in (25) is unchanged or slightly changed. The overall procedure of the proposed DC-RSS is shown in Algorithm 1.

III. EXPERIMENTS

In this section, we investigate the effectiveness of DC-RSS on the following three cross-domain learning tasks: 1) cross-domain face recognition; 2) text categorization; and 3) web image annotation. To demonstrate the superiority of DC-RSS, we will compare DC-RSS with three classical subspace learning algorithms, including principal component analysis (PCA) [16], Fisher’s linear discriminative analysis (FLDA) [14] and semisupervised discriminate analysis (SDA) [6]. These three algorithms assume that the source- and target-domain samples are independent and identically distributed and thus are not cross-domain learning algorithms. Furthermore, to show the effectiveness of DC-RSS for distribution calibration under the cross-domain setting, we compare DC-RSS with two popular cross-domain learning algorithms, i.e., MMDE [23] and TCA [22], both of which apply MMD as the metric for calibrating the distribution between the source and target domains.

A. Cross-Domain Face Recognition

The first experiment is conducted for cross-domain face recognition. Because there is no public face database constructed under the cross-domain setting, we build two new data sets by combining the University of Manchester Institute of Science and Technology (UMIST) face database [15] and the YALE face database [4]. The UMIST database consists of 364 images from 20 people with different gender, races, and appearances, covering a range of poses from profile to front views. The YALE database includes 165 images from 15 individuals captured under different facial expressions and configurations. The images from both YALE and UMIST used for our experiments are of size 40 \( \times \) 40 raw pixel. Based on YALE and UMIST, we can construct the following two cross-domain face data sets: 1) Y2U, where the source domain is YALE, and the target domain is UMIST, and 2) U2Y, where the source domain is UMIST, and the target domain is YALE. Example face images from the U2Y database are shown in Fig. 2. Obviously, the source and target domains for both Y2U and U2Y belong to different domains and thus are suitable for cross-domain learning. To compare DC-RSS with other algorithms, first, each algorithm is applied to find the low-dimensional representation of the samples from the target domain. Then, we calculate the distance between a test sample and every reference sample, and using the nearest neighbor (NN) classifier to predict the label of the test sample. It is worth emphasizing that the label of reference samples is blind to all algorithms in the training stage.

Fig. 3 shows the detailed process of DC-RSS for cross-domain face recognition. In the U2Y data set, we take the UMIST face data set as the source domain and the YALE face database as the target domain. After preprocessing the data from UMIST and YALE by using KPCA, DC-RSS projects them into a subspace represented as generated by EA. Then, DC-RSS parameterizes the distribution of UMIST-Proj and YALE-Proj as two SPD matrices in the Riemannian symmetric space, where the distance between any two SPD matrices is geodesic. As a consequence, after the parameterization, the distance between the distributions of YALE and UMIST in RKHS is equivalent to the geodesic distance between their corresponding SPD matrices in RSS. Then, DC-RSS will continuously generate new projection matrices by the operations of crossover and mutation in EA until the geodesic distance is minimized.

The face recognition rates versus subspace dimensions on the databases of U2Y and Y2U are presented in Figs. 4 and 5,
respectively. Here, we utilize the boxplot to describe comparison results, where each boxplot produces a box and whisker plot for each method, and each box has lines at the lower quartile, median, and upper quartile values. In Figs. 4 and 5, we have six groups, each of which stands for a method, i.e., PCA, FLDA, SDA, TCA, MMDE, and DC-RSS. Each group contains six boxes, where boxes from left to right show the performances of 10, 20, 30, 40, 50, and 60 dimensions, respectively. It is shown that DC-RSS significantly outperforms subspace learning and existing cross-domain learning algorithms. Conventional subspace learning algorithms, e.g., PCA, FLDA, and SDA, cannot work well under the cross-domain setting, because they assume that both the source- and the target-domain samples are independent and identically distributed. MMDE and TCA cannot perform better than DC-RSS, because MMD used in MMDE, and TCA only considers the sample mean bias between the source and target domains, but it fails to measure the covariance difference between the two domains.
DC-RSS performs consistently and significantly better than the other approaches, because it precisely calibrates the distribution bias and thus can well transfer the useful information from the source domain to the target domain.

### B. Cross-Domain Text Categorization

To further examine the effectiveness of the proposed DC-RSS, we compare the proposed DC-RSS with the aforementioned five algorithms, i.e., PCA, FLDA, SDA, MMDE, and TCA, for text categorization on 20 Newsgroups [19]. The 20 Newsgroups data set is very popular for testing document classification algorithms. It contains 18,846 documents with 26,214 words from 20 topics (classes) of documents. Because some topics are closely related to each other, whereas other topics are not, these 20 topics can be grouped into six subjects. Because some subjects are not suitable for cross-domain learning, we only use four of these subjects (i.e., comp., rec., sci., and talk.) for subsequent experiments. Based on these four subjects, we use the following strategy to generate a new cross-domain learning data set. We randomly select one topic from each subject among four subjects and then select another topic from the remaining topics from each subject for test. For each topic, we randomly select 100 documents.

We apply the similar training and test strategy used in the cross-domain face recognition problem for cross-domain text categorization. Table I shows the experimental results with respect to six algorithms from 10 to 60 dimensions. This table shows that DC-RSS performs best among the six algorithms on the cross-domain text categorization task.

### Cross-Domain Web Image Annotation:

To demonstrate the effectiveness of DC-RSS for real-world applications, we evaluate the effectiveness of DC-RSS for cross-domain web image annotation on the real-world web image annotation database NUS-WIDE [11]. The NUS-WIDE database contains 269,648 labeled web images with 81 categories (classes), and its example web images are shown in Fig. 6. The features used in the experiment for NUS-WIDE are 500-D bag of visual words. Because we require that samples from the source and target domains should share some common properties or nothing useful could be passed from the source domain to the target domain, the subject scene is selected as the main subject for cross-domain learning. In the subject of scene, there are 14 categories, including moon and frost. To test the effectiveness of DC-RSS for the scene data set, we randomly select six kinds of scene for training and use the remaining six kinds for testing (for five times). The test strategy is similar to the approach used in the cross-domain face recognition and text categorization tasks.

Table I compares DC-RSS with PCA, FLDA, SDA, TCA, and MMDE on the NUS-WIDE database under six different dimensions. As shown in this table, we conclude that conventional subspace learning algorithms, e.g., PCA, FLDA, and SDA, are not suitable for the tasks under the cross-domain setting, because they assume that samples for both the source and target domains are drawn from the same distribution.
both MMDE and TCA consider the distribution bias between the source and target domains, the metric involved, i.e., MMD, fails to discover the underlying distribution distance between these two domains. Therefore, they cannot work as well as DC-RSS. DC-RSS performs better than other approaches; in other words, useful information can better be transduced from the source domain to the target domain in DC-RSS, because it not only considers the distribution bias but also measures their geodesic distance that reflects the underlying bias.

IV. Conclusion

In this paper, we have studied the problem of distribution calibration for cross-domain setting tasks and proposed a novel cross-domain learning algorithm, termed DC-RSS. DC-RSS can calibrate the geodesic bias between the distributions of the source and target domains through subspace learning. In particular, DC-RSS parameterizes the distribution of the source and target domains in RKHS as two SPD matrices in the Riemannian symmetric space, where the distance between any two SPD matrices is geodesic. As a consequence, after the parameterization, the distance between two distributions in RKHS is equivalent to the geodesic distance between their corresponding SPD matrices in RSS. Then, we search for a subspace, and when all the samples are projected into it, the geodesic distance between the distribution of the source and target domains is minimized. Under this new feature representation, the knowledge from the source domain can be well shared to the target domain. Experiments on cross-domain face recognition, text categorization, and real-world web image annotation show that DC-RSS is effective in calibrating the distributions and outperforms subspace learning and popular cross-domain learning algorithms.
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