<table>
<thead>
<tr>
<th><strong>Title</strong></th>
<th>New sequential partial-update least mean M-estimate algorithms for robust adaptive system identification in impulsive noise</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Author(s)</strong></td>
<td>Zhou, Y; Chan, SC; Ho, KL</td>
</tr>
<tr>
<td><strong>Citation</strong></td>
<td>IEEE Transactions on Industrial Electronics, 2011, v. 58 n. 9, p. 4455-4470</td>
</tr>
<tr>
<td><strong>Issued Date</strong></td>
<td>2011</td>
</tr>
<tr>
<td><strong>URL</strong></td>
<td><a href="http://hdl.handle.net/10722/139282">http://hdl.handle.net/10722/139282</a></td>
</tr>
<tr>
<td><strong>Rights</strong></td>
<td>IEEE Transactions on Antennas and Propagation. Copyright © IEEE; ©2011 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE; This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.</td>
</tr>
</tbody>
</table>
New Sequential Partial-Update Least Mean M-Estimate Algorithms for Robust Adaptive System Identification in Impulsive Noise
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Abstract—The sequential partial-update least mean square (S-LMS)-based algorithms are efficient methods for reducing the arithmetic complexity in adaptive system identification and other industrial informatics applications. They are also attractive in acoustic applications where long impulse responses are encountered. A limitation of these algorithms is their degraded performances in an impulsive noise environment. This paper proposes new robust counterparts for the S-LMS family based on M-estimation. The proposed sequential least mean M-estimate (S-LMM) family of algorithms employ nonlinearity to improve their robustness to impulsive noise. Another contribution of this paper is the presentation of a convergence performance analysis for the S-LMS/S-LMM family for Gaussian inputs and additive Gaussian or contaminated Gaussian noises. The analysis is important for engineers to understand the behaviors of these algorithms and to select appropriate parameters for practical realizations. The theoretical analyses reveal the advantages of input normalization and the M-estimation in combating impulsive noise. Computer simulations on system identification and joint active noise and acoustic echo cancellations in automobiles with double-talk are conducted to verify the theoretical results and the effectiveness of the proposed algorithms.

Index Terms—Adaptive echo cancellation (AEC), adaptive noise cancellation (ANC), double-talk, impulsive noise, least mean M-estimate (LMM), least mean square (LMS), partial-update adaptive filters, performance analysis, system identification.

I. INTRODUCTION

SYSTEM measurement/identification is frequently encountered in many applications such as adaptive control, acoustic and speech processing, digital communications [1], ultrasonic nondestructive testing [2], power system measurement [3], interference suppression in industrial and biomedical engineering [4], etc. To cater for time-varying signal statistics and to reduce arithmetic complexity, adaptive filtering algorithms are usually employed to iteratively identify the impulse response of unknown linear systems [5]. The well-known least mean square (LMS) [6] algorithm and its input normalization variant, the normalized LMS (NLMS) algorithm [7], are widely used in many system identification problems because of their numerical stability and computational simplicity. However, in some applications such as acoustic signal processing and network echo cancellation, higher order adaptive filters are usually required to model the acoustic paths with long impulse responses. Many algorithms have been proposed to reduce the power consumption and arithmetic and implementation complexities of the LMS and NLMS algorithms. Partial update (PU) [8]–[9] is an efficient technique which only updates a portion of the filter coefficients at each iteration. It is very attractive for implementation in hardware, very large scale integration, and digital signal processors.

PU adaptive filtering algorithms can be broadly categorized into two classes. The first class updates the coefficients using certain data-dependent selection criteria. Examples are the M-max NLMS algorithm [9], the selective-block-update NLMS algorithm [10], the \( L_{\infty} \)-norm-based algorithm [11], the set-membership PU-NLMS algorithm [12], etc. These algorithms may have a faster convergence rate than those using fixed updating strategies. However, coefficient selection unavoidably increases the computational complexity and may suffer from convergence problems for nonstationary signals due to data-dependent updating [13]. On the other hand, the second class of algorithms uses predetermined updating schemes to update the filter coefficients. Representative algorithms include the periodic LMS algorithm [14] which updates all the filter coefficients periodically at every \( P \)th iteration and the sequential PU LMS (S-LMS) algorithm [14] which partitions the coefficients into nonoverlapping groups and updates them sequentially at each iteration. These algorithms are simpler to implement and are found to be more stable for certain nonstationary signals than the first class of algorithms [13]. Furthermore, a new stochastic PU LMS (SPU-LMS) algorithm, which randomly schedules coefficient updating, was proposed in [13] to improve the stability of the S-LMS algorithm. Other variants of the S-LMS algorithm include the sequential block LMS (SB-LMS) algorithm for active noise control problems [15] and the sequential block NLMS (SB-NLMS) algorithm [16], which are the block implementation of the S-LMS algorithm and its normalized version, the sequential NLMS (S-NLMS) algorithm, respectively. The latter has also been used in adaptive echo cancellation (AEC) systems to reduce the implementation complexity [17]. Another S-NLMS algorithm with modified Huber (MH) nonlinearity, called the sequential...
block PU normalized least mean M-estimate (LMM) algorithm, was also proposed and analyzed in [18], where a different form of normalization based on the constrained minimization approach in [10] was developed. Because of the difference in the normalization used, its convergence analysis is also considerably different from those studied in this paper. In this paper, we collectively call the S-LMS/NLMS, the SB-LMS/NLMS, and the SPU-LMS/NLMS algorithms as the S-LMS family of algorithms.

Driven by the practical implementation advantages of the S-LMS family, there is also considerable interest in their performance analysis. Important performance measures for adaptive filters include the initial convergence rate, the steady-state excess mean square error (MSE) (EMSE) over the ideal Wiener filter after convergence, the ability to track time-varying systems, and the computational complexity. Other important design issues include the maximum step size to achieve stable operation and to achieve a desired EMSE. Results concerning the convergence behavior of the S-LMS algorithm under the stationary signal and small step size assumptions were reported in [14]. Similar conclusions and convergence conditions for the SPU-LMS algorithm have also been obtained recently in [13].

A disadvantage of the S-LMS family of algorithms is that they are based on least square (LS) estimation as in the conventional LMS algorithm, and hence, their performance will deteriorate considerably when the desired signal is corrupted by impulsive noise [20], [24]–[28], [32]–[34], [37], [44], [45]. Such noise may arise naturally or from other man-made interference. In this paper, we derived a new class of robust S-LMS algorithms, called the sequential LMM (S-LMM) family, with improved performance in an impulsive noise environment. They are nonlinear versions of the conventional S-LMS family and are based on robust M-estimation [19] and adaptive threshold selection (ATS). The latter two techniques have been successfully employed in the LMM and transform domain normalized LMM algorithms [20] for robust filtering in an impulsive noise environment. The resultant algorithms are called the S-LMM/NNLMM, SB-LMM/NNLMM, and the SPU-LMM/NNLMM algorithms, respectively. They are also collectively called the S-LMM family of algorithms.

Another contribution of this paper is a study of the convergence performance of the S-LMS and S-LMM families of algorithms. This is particularly useful to speech processing and other applications, where Gaussian random processes are commonly employed to model the signals involved. The mean and mean square convergence analyses of these algorithms are treated in a single framework using Price’s theorem [21], [22] with Gaussian inputs and additive Gaussian or contaminated Gaussian (CG) noises. The novelty of the analysis lies in handling the normalization, evaluating the expectations that are specific to the S-LMS family of algorithms, and dealing with the error nonlinearity. To our best knowledge, the performance analysis of the S-NLMS, the SB-LMS/NNLMS, and the SPU-NLMS algorithms and their nonlinear versions are unavailable in the literature. The results so obtained comply with the conclusions of previous works in [13] and [14] for the PU-LMS algorithm and also provide new findings due to the effects of normalization and nonlinearity. Moreover, when the decimation factor $C$ is equal to one, all the analyses will reduce to those of the standard LMS/LMM/NLMS/NLMM algorithms. The robustness of the new S-LMM family of algorithms in CG noise is also theoretically analyzed. The validity of the analytical results is verified through extensive simulations, and they are in good agreement with each other. A useful guideline for step size selection to achieve a given EMSE is given, and major equations for convergence analysis and performance measures of the various S-LMS/S-LMM algorithms are also summarized in the form of a table in [36]. Computer simulations on system identification and joint adaptive noise cancellation (ANC) and AEC in automobiles with double-talk are conducted to verify the theoretical results and the effectiveness of the proposed algorithms. The rest of this paper is organized as follows. In Section II, the S-LMS family of algorithms are reviewed, and their robust counterparts are proposed. Their convergence performance analyses are given in Section III. The computer simulations are conducted in Section IV. Finally, the conclusions are drawn in Section V.

II. S/SB/SPU-LMM/NNLMM ALGORITHMS

A. S-LMS Family of Algorithms

Consider the adaptive system identification problem in Fig. 1 where an input signal $x(n)$ is applied simultaneously to an $L$-order adaptive transversal filter with weight vector $W(n) = [w_1(n), w_2(n), \ldots, w_L(n)]^T$ and an unknown system to be identified with an impulse response $X^T = [w_1, w_2, \ldots, w_L]^T$. $X(n) = [x(n), x(n-1), \ldots, x(n-L+1)]^T$ is the input vector. $(\cdot)^T$ denotes the transpose of a vector or a matrix. $e(n)$ is the estimation error.

The desired signal $d(n)$ of the adaptive filter is assumed to be corrupted by an additive noise $\eta_0(n)$

$$d(n) = X^T(n)W^* + \eta_0(n).$$ (1)

The update equations for the S-LMS family of algorithms can be written as

$$e(n) = d(n) - X^T(n)W(n)$$ (2)

$$W(n+1) = W(n) + \mu S_X(n)X(n)e(n)$$ (3)

for the S/SB/SPU-LMS algorithms and

$$W(n+1) = W(n) + \mu S_X(n)X(n)e(n) / \varepsilon + \alpha X^T(n)X(n)$$ (4)
for the S/SS/PSP-NLMS algorithms, where $\mu$ is a constant step size parameter controlling the convergence rate and steady-state error of the algorithm. $\varepsilon$ is a small positive value used to avoid division by zero, or it can be derived from some prior knowledge of the signal power. In the latter, $\alpha$ can serve as a weighting factor between the prior and instantaneous input signal power estimates. Otherwise, it is usually chosen to be one. $S_X(n) = \text{diag}(s_1(n), \ldots, s_L(n))$; $s_i(n) \in \{0, 1\}$, $i = 1, 2, \ldots, L$, is a diagonal selection matrix. At time instant $n$, when $s_i(n)$ is equal to one, the corresponding element $w_i(n)$ in $W(n)$ will be updated. When $S_X(n) = I$, which is the identity matrix, (3) and (4) will reduce to the conventional LMS and NLMS algorithms, respectively. In the S-LMS algorithms, $W(n)$ is divided into $C$ nonoverlapping groups which are updated sequentially. The elements of $S_X(n)$ are thus $P = L/C$ equally spaced or consecutive ones (and zeros elsewhere), and they are shifted cyclically as time propagates. Consequently, only $P$ coefficients are updated per iteration. $S_X(n)$ for the S-LMS family of algorithms and their computational complexities are summarized in Tables I and II, respectively.

### Table I

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>$S_X(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-A/MS, S-NLMS, S-SLMMS, S-MM, S-NLMM</td>
<td>$s_i(n) = \begin{cases} 1, &amp; (n + i) \mod C = 0 \ 0, &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>SB-LMS, SB-LMM, SB-SLMM, SB-NLMS, SB-NLMM</td>
<td>$S_{\hat{s}}(n) = \text{diag}(s_1^2(n), s_2^2(n), \ldots, s_C^2(n))$</td>
</tr>
<tr>
<td>SP-LUS, SP-LMM, SP-SLUS, SP-NLUS, SP-NLUS</td>
<td>$r(n)$ is randomly selected from [1,2,...,C], $s_i(n) = \begin{cases} 1, &amp; (n + r(n) + i) \mod C = 0 \ 0, &amp; \text{otherwise} \end{cases}$</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Computational complexity (per iteration)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mult.</td>
</tr>
<tr>
<td>S/SS/PSP-NLMS</td>
<td>$L + (L/C)$</td>
</tr>
<tr>
<td>S/SS/PSP-LMM</td>
<td>$L + (L/C)$</td>
</tr>
<tr>
<td>S/SS/PSP-NLMM</td>
<td>$L + (L/C) + 1$</td>
</tr>
<tr>
<td>S/SS/PSP-NLUS</td>
<td>$L + (L/C) + 1$</td>
</tr>
</tbody>
</table>

B. S-LMM Family of Algorithms

Many techniques have been proposed to combat the adverse effects of impulsive noise on adaptive filters. They include the median-filtering algorithms [24], [25], the nonlinear clipping approaches [26], [27], and the approaches in [20] and [28] which are based on robust statistics [19]. The LMM [20] and the recursive least M-estimate (RLM) [28] algorithms are two effective algorithms derived by using robust M-estimation, and their improved robustness in impulsive noise and performance comparison with other relevant algorithms were thoroughly discussed in [20] and [28]. In this paper, we propose and study the convergence performance of an extension of the S-LMS family of algorithms using M-estimation for robust filtering in an impulsive noise environment. Next, we shall derive these algorithms which are referred to as the S-LMM family of algorithms.

In the LMM algorithm, an M-estimate distortion measure $J_\rho = E[\rho(e(n))]/\rho(e(n))$ is minimized, where $\rho(e)$, as shown in Fig. 2(a), is chosen as the MH function [19]

$$\rho(e) = \begin{cases} e^2/2, & 0 \leq |e| < \xi \\ \xi^2/2, & \xi \leq |e| \end{cases}$$

Fig. 2. (a) MH function $\rho(e)$. (b) $\psi(e)$, the score function of $\rho(e)$.

$\xi$ is a threshold parameter used to suppress the effect of outliers when the estimation error $e$ is very large. Other M-estimate functions such as Hampel’s three-part redescending function [29] can also be used. Notice that, when $\rho(e) = e^2/2$, it reduces to the conventional MSE criterion. Like the LMS algorithm, $J_\rho$ is minimized by updating $W(n)$ in the negative direction of the instantaneous gradient vector $\nabla W_\rho$. Therefore, the gradient vector $\nabla W(J_\rho)$ is approximated by $\nabla W_\rho = \partial \rho(e(n))/\partial W = -\psi(e(n))X(n)$, and $\psi(e) = \partial \rho(e)/\partial e$ is the score function, which is shown in Fig. 2(b). The following LMM algorithm can be obtained:

$$W(n + 1) = W(n) - \mu \nabla W_\rho = W(n) + \mu \psi(e(n))X(n).$$

(6)

It can be seen that, when $|e(n)|$ is smaller than $\xi$, $\psi(e(n))$ is equal to $e(n)$, and (6) becomes identical to the LMS algorithm. When $|e(n)| > \xi$, $\psi(e(n))$ will become zero. Thus, the LMM algorithm can effectively reduce the adverse effect of the large estimation error on updating the filter coefficients. In the ATS method in [20] and [28], $e(n)$ is assumed to be Gaussian distributed except when being corrupted occasionally by additive impulsive noise, and the following robust variance estimate is proposed:

$$\sigma^2(n) = \lambda_\sigma \sigma^2(n - 1) + c_1(1 - \lambda_\sigma) \text{med}(A_\nu(n))$$

(7)

where $\lambda_\sigma$ is a forgetting factor that is close to but smaller than one, $c_1 = 2.13$ is the finite sample correction factor, $\text{med}(\cdot)$ is the median operator, $A_\nu(n) = [e^2(n), \ldots, e^2(n - N_w + 1)]$, and $N_w$ is the length of the data set. Using (7), the following adaptive threshold $\xi$ can be obtained:

$$\xi = k_\xi \hat{\sigma}_c(n)$$

(8)
where \( k_\xi \) is a constant used to control the suppression of impulsive interference and a reasonable value of \( k_\xi \) is 2.576, and the window length \( N_w \) is usually chosen between five and nine [18]. In the case of a long sequence of impulses such as the double-talk encountered in AEC, the length of the median filter can be increased. If necessary, \( k_\xi \) can be increased slightly so that the AEC can track slow-varying channels while suppressing the double-talk. Following the same argument in deriving the LMM algorithm, we can extend the S-LMS family to the following:

\[
W(n + 1) = W(n) + \mu S_X(n)\psi(e(n))X(n)
\]  

(9)

for the S/SB/SPU-LMM algorithms and

\[
W(n + 1) = W(n) + \mu \frac{S_X(n)\psi(e(n))X(n)}{\varepsilon + \alpha X^T(n)X(n)}
\]  

(10)

for the S/SB/SPU-NLMM algorithms. The S-LMM family is rather similar to its S-LMS counterpart, except that \( e(n) \) is now passed through a nonlinearity \( \psi(e(n)) \). The convergence performance of the LMS algorithm with error function nonlinearity was studied in [30]. Another related algorithm is the dual-sign performance of the LMS algorithm with error function nonlinearity passed through a nonlinearity by Koike and in [20, 28, 33] using robust statistics. In [30] and [28], the threshold parameter \( \xi \) in the MH function is continuously updated as in (8), which greatly improves the convergence speed and steady-state error. Moreover, it has been found recently that the use of ATS and a class of nonlinearity called the M-nonlinearity can be conveniently analyzed [34].

The score function of the M-nonlinearity can be written as

\[
\rho_\xi(e) = \psi_\xi(e) = eq(e/\xi),
\]

where \( q(e/\xi) \) is the score function and \( \xi \) is the threshold parameter. It covers most M-estimate functions and several commonly used error nonlinearities [34].

### III. Mean and Mean Square Convergence Analyses

In this section, the convergence performance analysis of the S-LMS and S-LMM families of algorithms will be studied. In Section III-A1 hereinafter, the mean convergence analysis of the algorithm in Gaussian input and additive noise will be presented. We want to study under which condition will the mean weight vector converge to the desired Wiener solution. A difference equation in the mean weight-error vector is obtained from which we can determine the maximum step size for the mean weight vector to converge to the desired solution. Different special cases, such as the M-estimation- and LS-based algorithms, will be separately treated in the remarks. If the mean weight-error vector converges, the recursive algorithm is asymptotically unbiased with respect to the desired Wiener solution. To characterize the variations of the weight vector about its mean value, the mean square convergence analysis of the algorithm will be studied in Section III-A2 hereinafter.

A difference equation involving the covariance matrices of the weight-error vector at successive time instants is derived from which we can study the condition on the step size for its convergence and the steady-state EMSE over the Wiener solution as a result of recursive adaptation. Two special cases, namely, the small step size and uncorrelated cases, will be studied in detail because of their importance and mathematical simplicity. In Section III-B, the analysis in Section III-A will be further extended to the case of Gaussian input with CG noise to model additive impulsive noise. The improvement of the M-estimate algorithms over the LS-based adaptive filters will be quantified theoretically. A summary of the major results is listed in [36].

The main contributions of the analysis include the following: 1) the use of Price’s theorem [21, 22] to handle the nonlinearity variates in the algorithms and its extension [34] for the CG noise case; 2) the introduction of new special functions to decouple the difference equations describing the mean and mean square behaviors, and 3) the exploitation of the structural property of the selection matrix in the S-LMS family to evaluate the various important quantities such as step size bounds and EMSE. To simplify the analysis, we make the following assumptions, which are commonly used in the literature.

**Assumption 1:** The input signal \( x(n) \) is an ergodic process which is Gaussian distributed with a zero mean and an autocorrelation matrix \( R_{XX} = E[X(n)X^T(n)] \).

**Assumption 2:** The additive noise \( \eta_o(n) \) is assumed to be a Gaussian noise \( \{\eta_o(n) = \eta_g(n)\} \) for the analysis in Section III-A hereinafter. For the analysis in Section III-B hereinafter, \( \eta_o(n) \) is modeled as a CG noise [35] which is a frequently used model for analyzing impulsive noise. More precisely, it is given by

\[
\eta_o(n) = \eta_g(n) + \eta_im(n) = \eta_g(n) + b(n)\eta_w(n)
\]  

(11)

where \( \eta_g(n) \) and \( \eta_w(n) \) are both independent and identically distributed (i.i.d.) zero-mean Gaussian sequences with variances \( \sigma_g^2 \) and \( \sigma_w^2 \), respectively. \( b(n) \) is an i.i.d. Bernoulli random sequence whose value at any time instant is either zero or one, with occurrence probabilities \( P_r(b(n) = 1) = p_r \) and \( P_r(b(n) = 0) = 1 - p_r \). The variances of the random processes \( \eta_{im}(n) \) and \( \eta_o(n) \) are then given by \( \sigma_{im}^2 = p_r\sigma_g^2 \) and \( \sigma_{io}^2 = \sigma_g^2 + \sigma_w^2 \). Moreover, we can see from (11) that the CG noise is equal to \( \eta_o(n) = \eta_g(n) \) when \( b(n) = 0 \), and \( \eta_o(n) = \eta_g(n) = \eta_g(n) + \eta_w(n) \) when \( b(n) = 1 \), with their respective variances given by \( \sigma_g^2 \) and \( \sigma_w^2 = \sigma_g^2 + \sigma_w^2 \). Accordingly, the probability distribution function of this CG distribution is given by

\[
f_{\eta_o}(\eta) = \frac{1 - p_r}{\sqrt{2\pi\sigma_g^2}} \exp\left(-\frac{\eta^2}{2\sigma_g^2}\right) + \frac{p_r}{\sqrt{2\pi\sigma_w^2}} \exp\left(-\frac{\eta^2}{2\sigma_w^2}\right).
\]  

(12)

It should be noted that the ratio \( r_{im} = \sigma_{im}^2/\sigma_g^2 = p_r\sigma_w^2/\sigma_g^2 \) is a measure of the impulsive characteristic of the CG noise.

**Assumption 3:** \( W(n) \), \( x(n) \), and \( \eta_o(n) \) are statistically independent (the independence assumption [6]). It is a good approximation for a large value of \( L \) and is commonly used to simplify the convergence analysis of numerous adaptive filtering algorithms. Interested readers are referred to [13] for a comparison of the results obtained from the independence assumption and the general case of mixing signals for the SPU-LMS algorithm. The Gaussian input assumption in
Assumption 1 makes the problem mathematically tractable and allows accurate close-form expressions to be obtained in many important cases. Finally, we denote $W^* = R_{XX}^{-1} P_{dX}$ as the optimal Wiener solution, where $P_{dX} = E[d(n)X(n)]$ is the ensemble-averaged cross-correlation vector between $X(n)$ and $d(n)$.

A. Mean and Mean Square Behaviors in Gaussian Noise

1) Mean Behavior: From (10), the weight-error vector $\nu(n) = W^* - W(n)$ for the S/SB/SPU-NLMS algorithms can be written as

$$\nu(n + 1) = \nu(n) - \frac{\mu S_X(n) \psi(e(n)) X(n)}{\varepsilon + \alpha X^T(n)X(n)} \ (13)$$

where $W^*$ is the optimal weight vector previously defined. $\psi(e(n))$ is a clipping nonlinearity, which is usually chosen from the M-nonlinearity family [34]. When it is equal to $e(n)$, (13) reduces to the conventional S/SB/SPU-NLMS algorithms. Taking the expectation over $\nu_v, X, r_\eta$ on both sides of (13) yields

$$E[\nu(n + 1)] = E[\nu(n)] - \mu \bar{H} \quad \ (14)$$

where $E[\cdot]$ denotes the expectation over $\nu_v, X, r_\eta$ (also written as $E_{\nu_v, X, r_\eta}[\cdot]$ for clarity), and $\bar{H} = E_{\nu_v, X, r_\eta}[S_X(n)\psi(e(n))X(n)/(\varepsilon + \alpha X^T(n)X(n))]$. Dropping the time index of $S_X(n), X(n), e(n), \eta_\eta(n)$, one gets

$$\bar{H} = E_{\nu_v, X, r_\eta}[S_X\psi(e)X/(\varepsilon + \alpha X^T X)] = E_{\nu_v}[H_1] \quad \ (15)$$

where $H_1 = E_{\nu_v, X, r_\eta}[S_X\psi(e)X/(\varepsilon + \alpha X^T X)]$ and the second equation is obtained from the independence assumption of $\eta_\eta(n), W(n), x(n)$ in Assumption 3.

All the algorithms in the S-LMS/LMM family share a common structural property: There are $C$ different and independent combinations for $S_X$, which are denoted by $S_X^{(i)}, i = 1, 2, \ldots, C.$ Each of them possesses an equal occurrence probability of $p_i = 1/C$. It then follows that $\Sigma_{i=1}^C S_X^{(i)} = I$. Since $X$ is stationary and $S_X^{(i)}$ is independent, we get

$$H_1 = \sum_{i=1}^C p_i E_{\nu_v, r_\eta}[S_X^{(i)}\psi(e)X/(\varepsilon + \alpha X^T X)] = E_{\nu_v}[H_1]$$

$$H = \sum_{i=1}^C S_X^{(i)} \cdot p_i H = \Gamma C \quad \ (16)$$

where $H = E_{\nu_v, r_\eta}[\psi(e)X/(\varepsilon + \alpha X^T X)]$ is evaluated in [36, App. A] to be

$$H \approx \bar{\psi}(\sigma^2_e(n)) U \Lambda D \Lambda^T U^T \psi(n) \quad \ (17)$$

where $\bar{\psi}(\sigma^2_e(n)) = \int_{-\infty}^{\sigma^2_e(n)} \psi'(\varepsilon) \sqrt{2\pi}\sigma_e \exp(-\varepsilon^2/2\sigma^2_e) d\varepsilon$, $\sigma^2_e(n) = \nu_v^T(n)R_{XX} \nu_v(n) + \sigma^2_{\nu_v}$, $R_{XX} = U \Lambda U^T$ is the eigenvalue decomposition of $R_{XX}$, $U$ is some orthogonal matrix, and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_L)$ contains the corresponding eigenvalues. $D_\Lambda$ is a diagonal matrix with its $i$th diagonal entry given by the following Abelian integral function [34], [36]:

$$[D_\Lambda]_{i,i} = I_i(\Lambda)$$

$$\approx \int_0^\infty \exp(-\beta\varepsilon) \prod_{k=1}^L (2\alpha\beta\lambda_i + 1)^{-1/2} (2\alpha\beta\lambda_i + 1)^{-1} d\beta. \quad \ (18)$$

For a given $\psi(e), \bar{\psi}(\sigma^2_e)$ can be evaluated analytically or numerically. Substituting (15)–(17) into (14), the following difference equation in the mean weight-error vector is obtained:

$$E[\nu(n + 1)] = \left[ I - \frac{\mu}{C} A_\psi(\sigma^2_e(n)) U \Lambda D \Lambda^T U^T \right] E[\psi(n)] \quad \ (19)$$

where $\bar{\psi}(\sigma^2_e)$ is simply written as $A_\psi(\sigma^2_e)$. $D_\Lambda$ and $A_\psi(\sigma^2_e)$ result from the use of normalization and nonlinearity, respectively. For the conventional LMS algorithm, $D_\Lambda$ and $A_\psi(\sigma^2_e)$ are equal to the identity matrix and one, respectively. For notation convenience, we also use $\sigma^2_{\nu_v}(n)$ and $\sigma^2_e$ interchangeably and replace the approximate sign in (17) by the equality sign. Equation (19) can also be written in the natural coordinate $\nu_v(n) = U^T \varepsilon(n)$ as

$$E[\nu(n + 1)] = \left[ I - \frac{\mu}{C} A_\psi(\sigma^2_e(n)) \Lambda D_\Lambda \right] E[\nu(n)]. \quad \ (20)$$

This is equivalent to the following $L$ scalar first-order finite difference equations:

$$E[\nu(n + 1)] = \left[ I - \frac{\mu}{C} A_\psi(\sigma^2_e(n)) \lambda_i I_i(\Lambda) \right] E[\nu(n)] \quad \ (21)$$

where $E[\nu(n)]_i$ is the $i$th element of the vector $E[\nu(n)]$ for $i = 1, 2, \ldots, L$. We discuss the LMS-based algorithm and the LMM-based algorithms separately in the following remarks.

Remarks: (R-A1): S/SB/SPU-LMS/NLMS algorithms: For the conventional S/SB/SPU-LMS/NLMS algorithms, $\psi(e) = e$, and $\bar{\psi}(\sigma^2_e) = A_\psi(\sigma^2_e) = 1$. In particular, when $D_\Lambda = I$, the analysis reduces to the S/SB/SPU-LMS algorithms. The mean weight vector of the S/SB/SPU-NLMS algorithms will converge if

$$\left| 1 - \frac{\mu}{C} \lambda_i I_i(\Lambda) \right| < 1, \quad \text{for all } i's \quad \ (22)$$

and the corresponding maximum step size satisfies

$$\mu_{\max} < 2C / (\lambda_i I_i(\Lambda)), \quad \text{for all } i. \quad \ (23)$$

It can be shown in [33] that the maximum value of $\lambda_i I_i(\Lambda)$ occurs also at the largest eigenvalue $\lambda_{\max}$. Denoting the corresponding value of $I_i(\Lambda)$ by $I_{i_{\max}}(\Lambda)$, we get the following bound for the maximum possible step size for the convergence of the mean weight-error vector:

$$\mu_{\max} < 2C / (\lambda_{\max} I_{i_{\max}}(\Lambda)). \quad \ (24)$$

Compared with the LMS-based algorithms, the step size of the normalized algorithms is changed by a factor $1/I_{i_{\max}}(\Lambda)$.
When \( \mu = C/(\lambda_{\text{max}}I_{\text{I}_{\lambda_{\text{max}}}(\Lambda)}) \), the fastest convergence rate is

\[
1 - 2\lambda_{\text{min}}I_{\text{I}_{\lambda_{\text{min}}}(\Lambda)} / \lambda_{\text{max}}I_{\text{I}_{\lambda_{\text{max}}}(\Lambda)}.
\]

(25)

It is limited by the mode corresponding to the smallest eigenvalue \( \lambda_{\text{min}} \) with the corresponding value of \( I_{\lambda}(\Lambda) \) given by \( I_{\lambda_{\text{min}}}(\Lambda) \). The smaller the value in (25), the faster the convergence rate will be. From the definition of \( I_{\lambda}(\Lambda) \), it can be shown that \( I_{\lambda_{\text{min}}}(\Lambda)/I_{\lambda_{\text{max}}}(\Lambda) \geq 1 \). In other words, the eigenvalue spread \( \lambda_{\text{max}}/\lambda_{\text{min}} \) is reduced by a factor \( I_{\lambda_{\text{max}}}(\Lambda)/I_{\lambda_{\text{min}}}(\Lambda) \) after the normalization. Therefore, under the stated assumptions, the convergence rate of the normalized algorithms will always be faster than their LMS counterparts if the eigenvalues are unequal. When \( C = 1 \), (23) reduces to the conventional LMS and NLMS algorithms [34], [37]. Compared with them, the convergence rate of the sequential PLU algorithms is decreased by a factor of \( C \) for the same step size \( \mu \), which also agrees with the result for the SPU-LMS algorithm in [13, eq. (11)]. As conclude in [13], the SPU-LMS algorithm is more attractive than the S/SLMS algorithms, which may diverge for certain signals due to the predetermined updating strategy. A similar argument applies to the SPU-NLMS algorithm.

(R-A2): **M-nonlinearity and the LMM/NLMM-based algorithms:** For general M-nonlinearity other than \( \psi(e) = e \), (19) or (20) becomes a set of nonlinear difference equations. A general solution is rather difficult to obtain because the term \( A_{\psi}(\sigma_{\psi}^{2}) \) is dependent on the MSE. For \( D_{\lambda} = I \), \( C = 1 \), (i.e., the LMS-based algorithms) and the dual-sign nonlinearity, (21) agrees with the result in [31]. When the error function nonlinearity [30] is considered, (19) also agrees with the result in [30]. The case for the NLMS and NLMM algorithms with general M-nonlinearity was studied in [34]. It was found that (21) provides a good approximation at the steady state of the normalized algorithms and for the S-NLMM algorithm with ATS. It should be noted that no such approximation is used in the variants of the LMS algorithms. Overall, we can see that the sequential updating will reduce the effective step size by a factor of \( C \) since the weight vector is only partially updated in a sequential manner with a period of \( C \). Similar to the conclusion obtained in [34], if \( A_{\psi}(\sigma_{\psi}^{2}) \) is not made adaptive, an inappropriately chosen \( \xi \) may lead to a very small value of \( A_{\psi}(\sigma_{\psi}^{2}) \) and, hence, of the step size, leading to slow adaptation. For the ATS in (8) and the M-nonlinearity, \( A_{\psi}(\sigma_{\psi}^{2}) \) is maintained approximately at \( A_{\psi}(\sigma_{\psi}^{2}) = \text{erf}(k\xi/\sqrt{2}) \approx \text{erf}(k\xi/\sqrt{2} - 2k\xi/\sqrt{2\pi} \exp(-k^{2}/2)) \) if \( \sigma_{\psi}^{2} \approx \sigma_{\psi}^{2} \), which is a constant and is slightly less than one. The degradation in the convergence rate over their LMS/NLMS-based counterparts is therefore minimal. Interested readers are referred to [34] for more details.

Although the maximum possible step size is, in general, difficult to obtain for arbitrary nonlinearity, a sufficient condition for the mean weight vector of the algorithm to converge is \( 1 - (\mu/C)A_{\psi}(\sigma_{\psi}^{2})I_{\lambda}(\Lambda) < 1 \), for all \( \lambda \). If \( \psi(e) \) is bounded above by a constant \( A_{\psi_{\text{max}}} \), then a conservative maximum step size is

\[
\mu_{\text{max}} < 2C/(A_{\psi_{\text{max}}}\lambda_{\text{max}}I_{\lambda_{\text{max}}}(\Lambda))
\]

(26)

which yields good estimates in practical algorithms.

If \( \psi(e(n)) \) in (13) is replaced by \( \psi_{Q}(\mu e(n)) \), where \( \psi_{Q}(\cdot) \) is a quantizer function, then the aforementioned analysis can be used to model finite word length effects of the algorithms as had been done for the LMS algorithm in [38]. The corresponding values of \( A_{\psi}(\sigma_{\psi}^{2}) \) and \( B_{\psi}(\sigma_{\psi}^{2}) \) for \( \psi_{Q}(\cdot) \) are summarized in Table III. Due to page limitation, the usefulness of this model in quantifying the finite word length effect of the S-LMS family is reported in [36].

2) **Mean Square Behavior:** By postmultiplying (13) by its transpose and taking the expectation over \( \{v, X, \eta_{g}\} \), we obtain a difference equation involving the covariance matrices of the weight-error vector at successive time instants

\[
\Xi(n+1) = \Xi(n) - M_{1} - M_{2} + M_{3}
\]

(27)

where \( \Xi(n) = E[v(n)v^{T}(n)] \)

\[
M_{1} = \mu E[v] \left[ E[X_{\eta_{g}} \psi(e) X] \right] - \Xi = \mu E[v] [H_{v}v^{T}]
\]

\[
M_{2} = \mu E[v] \left[ \frac{S_{X}X^{T}X}{\varepsilon + \alpha X^{T}X} \right] v^{T}
\]

\[
M_{3} \approx \frac{\mu}{C} A_{\psi}(\sigma_{\psi}^{2}) U A D_{\lambda} U^{T} \Xi(n)
\]

(28)
\[ M_2 = M_1^T \]
\[ = \mu E[v] \left[ vH^T \right] \]
\[ \approx \frac{\mu}{C} A_\psi (\sigma^2) \Xi(n) UD\Lambda UT^T \]  
\[ (29) \]
\[ M_3 = E_{\left( \begin{array}{c} \omega, x, n, \phi \end{array} \right)} \left[ \frac{\mu^2 \psi^2(\epsilon)}{(\epsilon + \alpha X^T X)^2} S_X XX^T S_X \right] \]
\[ = \mu^2 E(v) \left[ \left( \frac{\psi^2(\epsilon)}{(\epsilon + \alpha X^T X)^2} \right) \left[ E_{\left( \begin{array}{c} \omega, x, n, \phi \end{array} \right)} [I_{\omega}] \right] \right] \]
\[ = \mu^2 E(v) [\bar{s}_3]. \]  
\[ (30) \]

Note that the final expressions in (28) and (29) are obtained by using our previous results in (15)-(17). \( \bar{s}_3 \) is the expectation of \( \psi^2(\epsilon) S_X XX^T S_X / (\epsilon + \alpha X^T X)^2 \) taken over \( \{X, n, \phi\} \) conditioned on \( v \). Using a similar approach as that previously mentioned yields
\[ \bar{s}_3 = \sum_{i=1}^{C} p_i E_{\left( \begin{array}{c} x, n, \phi \end{array} \right)} \left[ \frac{\psi^2(\epsilon)}{(\epsilon + \alpha X^T X)^2} \left[ X^{(i)} \right] \right] \]
\[ = \sum_{i=1}^{C} p_i S_X^{(i)} s_3 S_X^{(i)} \]
\[ = \frac{1}{C} (s_3 \circ \Omega). \]  
\[ (31) \]
where \( s_3 = E_{\left( \begin{array}{c} x, n, \phi \end{array} \right)} \left[ \frac{(\epsilon + \alpha X^T X)}{(\epsilon + \alpha X^T X)^2} \right] \) and the last equation is obtained by using the identity \( \sum_{i=1}^{C} p_i S_X^{(i)} (B) S_X^{(i)} = (1/C) B \circ \Omega \), where \( B \) is any matrix with an appropriate dimension and \( \circ \) is the elementwise (or Hadamard) product of matrices. For the S/SB/SPU-LMS/LMM algorithms, one can verify from \( S_X(n) \) in Table I that \( \Omega = (1_{L/C} \otimes I) \), and for the SB-LMS/LMM/MLM algorithms, \( \Omega = (I \otimes 1_{L/C}) \), where \( 1_{L/C} \) is an \( (L/C) \times (L/C) \) matrix with all entries equal to one, \( \otimes \) denotes the Kronecker product, and \( I \) is the \( C \times C \) identity matrix. It is shown in [36, App. B] that
\[ s_3 \approx 2C_\psi (\sigma^2) U \left[ \Lambda (VV^T \circ I(\Lambda)) \right] U^T + B_\psi (\sigma^2) \Lambda U \Gamma^T (\Lambda) U^T \]  
\[ (32) \]
where \( B_\psi (\sigma^2) = E[\psi^2(\epsilon)] = (1/2\pi\sigma_e) \int_{-\infty}^{\infty} \psi^2(\epsilon) \exp(-\epsilon^2/2\sigma_e^2) d\epsilon, C_\psi (\sigma^2) = (d/d\sigma^2) E[\psi^2(\epsilon)], \) and \( V = UT^T \). \( I(\Lambda) \) is an \( L \times L \) matrix, and its \( (i,j) \)th element \( [I(\Lambda)]_{ij} \) is
\[ I_{ij}(\Lambda) = \int_0^{\infty} \beta \exp(-\beta \epsilon) \left[ \prod_{k=1}^{L} (2\alpha \beta \lambda_k + 1)^{-1/2} \right] \cdot (2\alpha \beta \lambda_i + 1)^{-1/2} (2\alpha \beta \lambda_j + 1)^{-1} d\beta \]  
\[ (33) \]
and \( I(\Lambda) \) is a diagonal matrix whose \( i \)th diagonal element is
\[ I_{ii}(\Lambda) = \int_0^{\infty} \beta \exp(-\beta \epsilon) \left[ \prod_{k=1}^{L} (2\alpha \beta \lambda_k + 1)^{-1/2} \right] (2\alpha \beta \lambda_i + 1)^{-1} d\beta. \]  
\[ (34) \]
\( I_{ij}(\Lambda) \) and \( I_{ii}(\Lambda) \) are another two Abelian integral functions, and they, together with \( D_\Lambda \), account for the effect of normalization. For more details, see [34] and [36].

For a given nonlinearity \( \psi(\epsilon) \), \( B_\psi (\sigma^2) \) and \( C_\psi (\sigma^2) \) can be computed analytically or numerically. Substituting (28)-(32) into (27), we have
\[ \Xi(n + 1) \approx \Xi(n) - \frac{\mu}{C} A_\psi (\sigma^2) UD\Lambda UT^T \Xi(n) \]
\[ - \frac{\mu}{C} A_\psi (\sigma^2) \Xi(n) UD\Lambda UT^T + 2\mu^2 C_\psi (\sigma^2) \]
\[ \times \left\{ U [ (UT^T \Xi(n) U) \circ I(\Lambda) ] UT^T \right\} \circ \Omega \]
\[ + \frac{\mu^2}{C} B_\psi (\sigma^2) (U \Lambda I'(\Lambda) UT^T) \circ \Omega. \]  
\[ (35) \]
For the S/SB/SPU-LMS/LMM algorithms, \( I(\Lambda) = D_\Lambda = I \), and \( [I(\Lambda)]_{ij} = 1 \) for all \( i \)'s and \( j \)'s (i.e., \( I(\Lambda) = 1_L \)). Equation (35) reduces to
\[ \Xi(n + 1) \approx \Xi(n) - \frac{\mu}{C} A_\psi (\sigma^2) R_{XX} \Xi(n) \]
\[ - \frac{\mu}{C} A_\psi (\sigma^2) \Xi(n) R_{XX} \]
\[ + 2\mu^2 C_\psi (\sigma^2) R_{XX} \Xi(n) R_{XX} \circ \Omega \]
\[ + \frac{\mu^2}{C} B_\psi (\sigma^2) R_{XX} UT^T [U \Lambda I'(\Lambda) UT^T] \circ \Omega. \]  
\[ (36) \]
Equation (35) can be simplified further by using the natural coordinate \( \Phi(n) = UT^T \Xi(n) U \) to
\[ \Phi(n + 1) \approx \Phi(n) - \frac{\mu}{C} A_\psi (\sigma^2) \Lambda D_\Lambda \Phi(n) \]
\[ - \frac{\mu}{C} A_\psi (\sigma^2) \Phi(n) D_\Lambda \Lambda + 2\mu^2 C_\psi (\sigma^2) \]
\[ \times \left\{ \left[ U [ (\Phi(n) \circ I(\Lambda)] \right] UT^T \right\} \circ \Omega \}
\[ + \frac{\mu^2}{C} B_\psi (\sigma^2) R_{XX} UT^T [U \Lambda I'(\Lambda) UT^T] \circ \Omega. \]  
\[ (37) \]
Due to the matrix \( \Omega \), the difference equation is considerably more complicated than the conventional LMS/NLMS algorithm. If \( R_{XX} \) is block diagonal with the same structure as \( \Omega \) for the LMS algorithm, \( A_\psi (\sigma^2), S_\psi (\sigma^2) = B_\psi (\sigma^2) / 2\sigma_e^2, \) and \( C_\psi (\sigma^2) \) are all equal to one, \( I(\Lambda) = D_\Lambda = I \), and \( I(\Lambda) = 1_L \), then (37) will reduce to [13, eq. (12)] after taking into account the average behavior of \( S_X(n) \). Since \( \Omega \) in this case will not change the other terms in (37), it can be treated as the identity matrix. For the NLMS algorithm, (37) will then reduce to the difference equation similar to that of the NLMS case with M-nonlinearity [34], [37] except for the decimation factor \( C \). Similarly, the EMSE can be derived as \( EMSE(n) = \text{Tr}(R_{XX} \Xi(n)) \) or \( \text{Tr}(A \Phi(n)) \) [6]. In general, to analyze the mean square convergence condition, we can write \( \Phi(n) \) using the vec(·) notation and obtain a difference equation in \( \Theta(n) = \text{vec}(\Phi(n)) \). A step size bound for convergence can be estimated. The technical details are elaborated in [36, App. C]. We now analyze a few interesting cases hereinafter.

**Small Step Sizes:** From the definition of the EMSE mentioned earlier, the steady-state EMSE can be computed as \( EMSE(\infty) = \text{Tr}(A \Phi(\infty)) = \text{Tr}(A \Phi_D(\infty)) \), where \( \Phi_D(\infty) \)
is a diagonal matrix whose diagonal elements are those of Φ(∞). If a small EMSE is required, μ is usually very small, and therefore, the fourth term on the right-hand side of (37) is negligible. At the steady state, n → ∞, and after some manipulations to extract the diagonal elements of Φ(∞), we obtain

$$\Phi_D(\infty) \approx \frac{B_\psi(\sigma^2(\infty))}{2A_\psi(\sigma^2(\infty))} \Lambda^{-1} D^{-1} \times \left\{ \left[ U^T \left( (U \Lambda I'(\Lambda)^T \circ \Omega) U \right] \circ I \right\}. \quad (38)$$

Hence, the steady-state EMSE is given by

$$\text{EMSE}(\infty) \approx \frac{B_\psi(\sigma^2(\infty))}{2A_\psi(\sigma^2(\infty))} \times \text{Tr} \left( D^{-1} \Lambda^T \left[ (U \Lambda I'(\Lambda)^T \circ \Omega) U \right] \circ I \right). \quad (39)$$

For clarity, appropriate subscripts will be appended to the symbol EMSE(∞) to differentiate the steady-state EMSE of various algorithms.

For the S/SPU-LMS algorithms, A_ψ(σ^2) = 1, B_ψ(σ^2) = σ^2, and I_λ(λ) = I_i(λ) = I. Equation (39) will reduce to

$$\text{EMSE}_{\text{S-LMS}}(\infty) \approx \frac{\mu}{2} \sigma^2(\infty) \sigma^2_i(\text{Tr}(U^T \left[ (U \Lambda I'(\Lambda)^T \circ \Omega) U \right]) \quad (40)$$

Thus, we get

$$\text{EMSE}_{\text{S-LMS}}(\infty) \approx \frac{\mu}{2} \sigma^2_{\phi_{\text{LMS}}} \times \frac{1}{1 - 2\mu \phi_{\text{LMS}}}$$

where \( \phi_{\text{LMS}} = \text{Tr}(R_{xx}) \). Ignoring the second term in the denominator, (40) will reduce to [14, eq. (31)]

For the S/SPU-LMS algorithms with nonlinearity, since \( \sigma^2(\infty) = \text{EMSE}(\infty) + \sigma^2_i \), (39) is a nonlinear equation in \( \text{EMSE}(\infty) \). In particular, for the S/SPU-LMM algorithms with MH nonlinearity and ATS, \( A_{\text{MH}}(\sigma^2) \approx \text{erf}(k\sigma_e/\sqrt{2}) - (2k\sigma_e/\sqrt{2\pi}) \exp(-k^2/2) \), \( B_{\text{MH}}(\sigma^2) \approx \text{erf}(k\sigma_e/\sqrt{2\sigma_e}) - (2k\sigma_e/\sqrt{2\pi}) \exp(-(k\sigma_e/2\sigma_e)^2) \approx \text{erf}(k\sigma_e/\sqrt{2\sigma_e}) - (2k\sigma_e/\sqrt{2\pi}) \exp(-(k\sigma_e/2\sigma_e)^2) = \sigma^2_A \), and \( \text{EMSE}(\infty) \approx \frac{\mu B(\sigma^2(\infty))}{2A(\sigma^2(\infty))} \text{Tr}(R_{xx}) \); hence

$$\text{EMSE}_{\text{S-LMM}}(\infty) \approx \frac{\mu B(\sigma^2(\infty))}{2A(\sigma^2(\infty))} \text{Tr}(R_{xx}) \quad (41)$$

which is the same as that of the S-LMS algorithms in (40). In other words, using ATS, the degradation due to the nonlinearity is very small, and the LMS and LMM algorithms will give a similar performance.

For the conventional NLMS/NLMM algorithms, \( C = 1 \), and \( \Omega = 1 \); we thus obtain

$$\text{EMSE}_{\text{NLMS}}(\infty) \approx \frac{\mu B(\sigma^2(\infty))}{2A(\sigma^2(\infty))} \text{Tr}(D^{-1} \Lambda I'(\Lambda)) \quad (42)$$

where \( \phi_{\text{NLMS}} = \text{Tr}(D^{-1} \Lambda I'(\Lambda)) \) and

$$\text{EMSE}_{\text{NLMM}}(\infty) \approx \frac{\mu B(\sigma^2(\infty))}{2A(\sigma^2(\infty))} \phi_{\text{NLMS}} \quad (43)$$

It can be seen that the eigenvalues of \( R_{xx} \) are scaled by the matrix \( D^{-1} \Lambda I'(\Lambda) \) as opposed to the conventional LMS algorithm. For the MH nonlinearity, (43) reduces to

$$\text{EMSE}_{\text{NLMM}}(\infty) \approx \frac{1}{2} \mu B(\sigma^2(\infty)) \phi_{\text{NLMS}} \quad (44)$$

which is approximately equal to that of its NLMS counterpart. For other values of \( C \), it can be seen from (39) that the rotation \( U \) will also affect the steady-state error.

**Uncorrelated Inputs:** If \( x(n) \) is an uncorrelated process such as a white Gaussian input, then \( R_{xx} = \Lambda \), and (37) can be simplified to

$$\Phi(n+1) \approx \Phi(n) - \frac{\mu}{C} A_\psi(\sigma^2) \Lambda D_A \Phi(n) - \frac{\mu}{C} A_\psi(\sigma^2) \Lambda \Lambda \quad (45)$$

Its ith diagonal value can be written as follows:

$$\Phi_{ii}(n+1) \approx \Phi_{ii}(n) - \frac{\mu}{C} A_\psi(\sigma^2) \Lambda I_i(\Lambda) \lambda_i \Phi_{ii}(n) + \frac{2\mu^2}{C} A_\psi(\sigma^2) \Lambda I_i(\Lambda) \lambda_i \Phi_{ii}(n) + \frac{\mu^2}{C} A_\psi(\sigma^2) \Lambda I_i(\Lambda) \lambda_i \Phi_{ii}(n) \quad (45)$$

At the steady state, \( n \to \infty \), and (45) can be solved to give \( \Phi_{ii}(\infty) \approx (\mu B_\psi(\sigma^2) I_i(\Lambda)/(2A_\psi(\sigma^2) I_i(\Lambda)) \Lambda \mu B_\psi(\sigma^2) I_i(\Lambda) \lambda_i) \). Since \( \text{EMSE}(\infty) \approx \sum_{i=1}^{L} \lambda_i \Phi_{ii}(\infty) \), the steady-state EMSE of the NLMS with nonlinearity and uncorrelated input is

$$\text{EMSE}_{\text{NLMS}_{\psi \cdot U}}(\infty) \approx \frac{\mu B_\psi(\sigma^2(\infty))}{2} \times \sum_{i=1}^{L} A_\psi(\sigma^2(\infty)) I_i(\Lambda) - \mu \lambda_i C_\psi(\sigma^2(\infty)) I_i(\Lambda) \quad (46)$$

Here, the subscripts \( \psi \) and \( U \) represent the nonlinearity and uncorrelated input, respectively. Since \( \text{EMSE}_{\text{NLMS}_{\psi \cdot U}}(\infty) = \sigma^2(\infty) - \sigma^2_i \), (46) is a nonlinear equation in \( \sigma^2_i(\infty) \). For the S/SPU-NLMS algorithm with
M-nonlinearity and ATS, \( A_\psi(\sigma^2) \approx A_\psi \), \( B_\psi(\sigma^2) \approx S_\psi \sigma^2 \), and \( C_\psi(\sigma^2) \approx C_\psi \) [34]. Then, (46) can be simplified to

\[
\text{EMSE}_{\text{NLMM}} = \frac{1}{2} \mu \sigma^2(\infty) \phi_{\text{NLMM}} \psi
\]

where \( \phi_{\text{NLMM}} = S_\psi \sum_{i=1}^{L} \lambda_i I_i(\Lambda) / (A_\psi I_i(\Lambda) - \mu \lambda_i C_\psi I_i(\Lambda)) \) and \( S_\psi = B_\psi(\sigma^2) / \sigma^2 \). Using again the fact that \( \sigma^2(\infty) = \text{EMSE}_{\text{NLMM}} + \sigma^2 \), (47) can be rearranged to give

\[
\text{EMSE}_{\text{NLMM}} = \frac{1}{2} \mu \phi_{\text{NLMM}} \psi \sigma^2 / (1 - (1/2)\mu \phi_{\text{NLMM}} \psi). \tag{48}
\]

Equation (45) is similar to those of the NLMM algorithm in [34], except that \( A_\psi, S_\psi, \) and \( C_\psi \) are divided by the factor \( C \). Therefore, one can estimate an upper bound of the step size for convergence in the mean square sense by using the result in [34] with \( A_\psi, S_\psi, \) and \( C_\psi \) being divided by \( C \), and it gives

\[
\mu_B_{\text{NLMM}} = \frac{2A_\psi}{S_\psi \sum_{i=1}^{L} \lambda_i I_i(\Lambda) / (I_i(\Lambda) + 2 \left( \frac{C_\psi}{\sigma^2} \right) I_i(\Lambda) / I_i(\Lambda))}.
\]

We now discuss the relation of the aforementioned result with some known previous results and propose a general guideline for choosing the step size.

Remarks: (R-A3): LMS algorithm with M-nonlinearity: When \( I_i(\Lambda), I_i(\Lambda), I_i(\Lambda), \) and \( C \) are all equal to one, the analysis will reduce to the LMS algorithm with general M-nonlinearity. Using (37), it can be shown that

\[
\text{EMSE}_{\text{LMS}}(\infty) \approx \frac{\mu B_\psi}{2} \left( \sigma^2(\infty) \right) \times \left( \sum_{i=1}^{L} \frac{A_\psi (\sigma^2(\infty)) - \mu \lambda_i C_\psi (\sigma^2(\infty))}{I_i(\Lambda)} \right) \tag{49}
\]

\( A_\psi(\sigma^2), B_\psi(\sigma^2), \) and \( C_\psi(\sigma^2) \) for some related algorithms are summarized in Table III. These expressions agree with the conventional NLMS algorithms with M-nonlinearity and related algorithms [30], [31], which were studied in more detail in [34].

As mentioned earlier, if \( \mu \phi(\epsilon(n)) \) in (13) is replaced by \( \psi_Q(\mu(\epsilon(n))) \), where \( \psi_Q(\cdot) \) is a quantizer function, then (13) with \( \mu = 1 \) (it is absorbed into the quantizer) can be used to model the finite word length effect of the algorithms with \( A_\psi(\sigma^2) \) and \( B_\psi(\sigma^2) \) being summarized in Table III. For simplicity, the terms involving \( C_\psi(\sigma^2) \) are ignored assuming a small step. The usefulness of this model and more simulation results can be found in [36].

(R-A4) Step size selection for S-LMS family of algorithms: Using the result in [23], it was shown in [34] that the optimal step size of the LMS algorithm is approximately given by \( \mu_{\text{LMS}, \text{opt}} = \lambda L / ((L - 1)/\lambda^2 + E[x^2]) \). Since the maximum possible adaptation speed of the S-LMS algorithm is \( C \) times that of the LMS algorithm, we have \( \mu_{\text{S-LMS}, \text{opt}} = C \mu_{\text{LMS}, \text{opt}} \approx C / (\lambda L) \) for a large \( L \). As a result, \( \mu_{\text{S-LMS}, \text{opt}} \approx C \alpha \), and one gets the following update with maximum possible step size:

\[
W(n + 1) = W(n) + \frac{CS}{\sigma^2(n)} \epsilon(n) + X(n)X(n)^T \tag{50}
\]

When \( C = 1 \), it agrees with the optimum data nonlinearity for LMS adaptation in the white Gaussian input obtained in [23] using calculus of variations. The MSE improvement of the NLMS algorithms over the LMS algorithms was analyzed in detail in [23]. In general, one could set \( \alpha = 1 \) and vary \( \mu \) between zero and one with a small \( \epsilon \) in (4) to achieve a given MSE or to match a given convergence rate, such as the maximum speed previously mentioned.

Similar to the findings in [39] for the NLMS algorithms, we found from the simulation results that the EMSE of the S/SPU-LMS algorithms varies slightly with the eigenvalues for a given \( \text{Tr}(R_{XX}) \). For small \( \mu_{\text{S-LMS}} \), (40) and (41) suggest that the S-LMS algorithm is almost independent of the eigenvalue spread for a given \( \text{Tr}(R_{XX})(\mu_{\text{S-LMS}} = \lambda \sum_{i=1}^{L} \lambda_i) \). Therefore, the relationship between \( \mu_{\text{S-LMS}} \) and \( \mu_{\text{LMS}} \) for the white input case, i.e., \( \mu_{\text{S-LMS}} \approx \mu_{\text{S-LMS}}(\text{Tr}(R_{XX})) \), can be used as a reasonable approximation for the colored case and \( \alpha = 1 \). The corresponding EMSE is approximately (1/2)\( \mu_{\text{S-LMS}} \sigma^2 \text{Tr}(R_{XX}) = (1/2)\mu_{\text{S-LMS}} \sigma^2 \). From the simulation, we also found that the EMSE of the S/SPU-LMS algorithms will increase slightly with the eigenvalue spread. Hence, (1/2)\( \mu_{\text{S-LMS}} \sigma^2 \) represents a useful lower bound for estimating the EMSE of the S/SPU-LMS algorithms. It is attractive because it does not require the knowledge of the eigenvalues or the eigenvalue spread of \( R_{XX} \). The corresponding estimate of the misadjustment is then (1/2)\( \mu_{\text{S-LMS}} \).

B. Mean and Mean Square Behaviors in CG Noise

We now briefly analyze the mean and mean square behaviors of the various algorithms in a CG noise environment. Although Price’s theorem is originally proposed for Gaussian variates, it was shown later in [40] that it is also applicable to independent mixtures and, hence, Gaussian mixtures. This extension of Price’s theorem [21], [22] was employed in the analysis of the LMS and NLMS algorithms with MH nonlinearity and CG noise in [37]. The case of general M-nonlinearity was treated in [34]. Similar techniques were also employed in analyzing the RLM [28] and other related algorithms [33] for the MH nonlinearity.

1) Mean Behavior: Since \( \eta \) is now a CG noise as defined in (11), it is a Gaussian mixture consisting of two components \( \eta_\theta(n) \) and \( \eta_\psi(n) \), each with a zero mean and variances \( \sigma^2_\theta \) and \( \sigma^2_\psi \), respectively. The occurrence probability of the impulsive noise is \( p_r \). Accordingly

\[
E_{(\epsilon, n)}[\epsilon(\epsilon(n))] = \frac{1 - p_r}{p_r} E_{(\epsilon, n)}[\epsilon(\epsilon(n))] + p_r E_{(\epsilon, n)}[\epsilon(\epsilon(n))]
\]

where \( f(X(n), \epsilon(n)) \) is an arbitrary quantity whose statistical average is to be evaluated. Since \( X(n), \eta_\theta(n), \) and \( \eta_\psi(n) \) are Gaussian distributed, each of the expectation on the right-hand
side can be evaluated using Price’s theorem. Consequently, the results in Section III-A can be carried forward to the CG noise case by first changing the noise power to \( \sigma^2_g \) and \( \sigma^2_{\xi} \), respectively, and then combining the two results using (50).

Recall the relation of the mean weight-error vector in (14)

\[
E [v(n+1) - v(n)] = -\mu H'
\]

where \( H' = E [v, X, n] [v, \psi (\epsilon(n)) S_X (\epsilon(n) X(n) / (\epsilon + \alpha X^T(n) X(n)))] = (1 - p_r) H'_g + p_r H'_\Sigma \) and \( H'_g \) and \( H'_\Sigma \) are the expectations of the term inside the brackets shown previously with respect to \( \{v, X, \eta_g\} \) and \( \{v, X, \eta_\Sigma\} \), respectively. From (16) and (17), \( H'_i \approx (1/C) \psi'(\sigma^2_{\xi}(n)) U \Lambda D_X U^T \psi(n), i = g, \Sigma \), where \( \sigma^2_{\xi}(n) = E[v^T(n) R_{XX} v(n)] + \sigma^2_g \) and \( \sigma^2_{\xi}(n) = E[v^T(n) R_{XX} v(n)] + \sigma^2_\Sigma \). Using a similar approach as in Section III-A, it can be shown that

\[
A_{\psi}(n_\psi) \text{ and } A_{\psi}(n_\psi) \text{ are all equal to one.}
\]

The increase in the EMSE over the NLMM algorithm is

\[
\text{EMSE}_{8-S_{-\psi}}(C_{\psi}(n)) \approx \frac{1}{2} \mu^2 \phi_{\psi} \Omega (C_{\psi}(n)) \text{ Tr}(D_{\Lambda} U^T (U \Lambda U^T) \Omega) \Omega U .
\]

For the S/SB/SPU-LMM algorithms with MH nonlinearity and ATS, \( A_1(n), A_2(n), \) and \( A_3(n) \) are all equal to one. Moreover, \( A_{\text{MH}}(n) \approx C_{\text{MH}}(n) \approx (1 - p_r) A_c. \) The EMSE of the conventional LS algorithms, on the other hand, will be considerably increased with the variance and occurrence of the impulsive noises. For instance, in the NLMS algorithm, \( A_{\psi}(n) = C_{\psi} \) and \( S_{\psi} = (1 - p_r) A_g + p_r A_\psi = \sigma^2_{\xi} \), then

\[
\text{EMSE}_{\text{NLMM-SBB}}(C_{\psi}(n)) \approx \frac{1}{2} \mu^2 \phi_{\psi} \Omega (C_{\psi}(n)) \text{ Tr}(D_{\Lambda} U^T (U \Lambda U^T) \Omega) \Omega U .
\]

The EMSE is still similar to their conventional LS-based counterparts in a Gaussian noise environment. This illustrates the robustness of the LMM-based algorithms. For the NLMM-based algorithm with MH nonlinearity, i.e., \( C = 1 \Omega = 1 \), we, in turn, obtain

\[
\text{EMSE}_{\text{NLMM-SBB}}(C_{\psi}(n)) \approx \frac{1}{2} \mu^2 \phi_{\psi} \Omega (C_{\psi}(n)) \text{ Tr}(D_{\Lambda} U^T (U \Lambda U^T) \Omega) \Omega U .
\]
Similar results are obtained for the LMS algorithm with $I_r(\Lambda) = I_s(\Lambda) = I_c(\Lambda) = 1$. We note from (59) that the improvement of the M-estimation algorithms over the LS-based algorithm is proportional to the power of the impulsive components, which is reasonable and expected.

IV. SIMULATION RESULTS

In this section, computer simulations are conducted to evaluate the robustness of the proposed S-LMM family of algorithms to impulsive noises and verify the analytical results obtained in Section III. All simulations were performed using the system identification model shown in Fig. 1, except experiment 3 where we consider the joint ANC and AEC in an automobile with double-talk to illustrate the practical usefulness of the M-estimate algorithms. The unknown system to be estimated in experiments 1 and 2 is an order $L$ finite impulse response filter, and the weight vector $W$ is normalized to unit energy. The input signal $x(n)$ is a first-order autoregressive process $x(n) = ax(n-1) + v(n)$, where $v(n)$ is an additive white Gaussian noise sequence with a zero mean and variance $\sigma_v^2$, $0 < a < 1$ is the correlation coefficient controlling the degree of correlation among the elements of $x(n)$. This is usually used to model speech signals which are correlated, and the whole setup is similar to that encountered in an AEC. The Gaussian noise and the CG noise are generated from (11) with appropriate parameters. The signal-to-noise ratio (SNR) at the system output is given by $10 \log \frac{1}{\sigma_d^2} \left( \frac{\sigma_r^2}{\sigma_v^2} \right)$, where $\sigma_d^2$ is the power of the output signal of the unknown system. In the AEC setting, the impulsive noise may arise from the noisy environment such as road traffic or double-talk at both sides. For all the LMM/NLMM-based algorithms, the M-estimate function is used. All the learning curves are obtained by averaging the results of 200 independent runs. The step sizes of the S/SB/SPU-NLMM/NLMS algorithms are set to 0.0.1, and those for the S/SB/SPPU-NLMM/NLMS algorithms are chosen as 0.1. This enables all the algorithms to reach a similar steady-state MSE. The small positive constant $\varepsilon$ used to prevent division by zero for the NLMS/NLMM-based algorithms is set to 0.00001, and $\alpha$ is chosen to be one. The threshold parameters of the M-estimate function in the S/SB/SPU-NLMM/NLMM algorithms $\sigma_r^2(n)$ and $\xi$ are calculated from (7) and (8), respectively, with a forgetting factor $\lambda_g = 0.99$. The window length $N_w$ is chosen to be nine. The performances of all the tested algorithms are shown in Fig. 3. Note that, since the MSE includes the noise power, large MSEs are observed at the locations of the impulses. At other locations, the MSE will mainly depend on the performance of the algorithms and the additive Gaussian noise component. It can be seen that all the NLMS/NLMM-based algorithms have a faster convergence speed than their LMS/LMM counterparts, and the LMM/NLMM-based algorithms possess almost identical initial convergence performances as their LMS/NLMS counterparts. The S/SB/SPU-NLMM/NLMM algorithms are considerably more robust to impulsive noise in the desired signal than their LMS/NLMS counterparts.

Simulations for longer filter lengths and different values of $C$ are performed, and similar results are obtained. Simulations using $p_r$ larger than 0.005 are also conducted, and in general, the performance of the algorithms will degrade gradually as $p_r$ increases. More simulation results concerning the effects of using different parameter values of step size, SNR, $N_w$, and $k_\xi$ are available in [33]. The results show that the S-LMM family of algorithms have an improved robustness to impulsive noise and are not too sensitive to these parameters once they are reasonably chosen as suggested.

Experiment 2—Verification of Analytical Results: Computer simulations were performed to verify the theoretical analysis
Fig. 4. Mean convergence performances of the (a) SPU-LMS algorithm in Gaussian noise with $L = 12$, $a = 0.9$, and $\mu_{SPU-LMS} = 0.016$, (b) SPU-NLMS algorithm in Gaussian noise with $L = 24$, $a = 0.5$, and $\mu_{SPU-NLMS} = 0.1$, and (c) SPU-NLMM algorithm in CG noise with $L = 24$, $a = 0.5$, and $\mu_{SPU-NLMM} = 0.1$.

Fig. 5. Mean square convergence performances of the (a) S-LMS, (b) SB-LMS, and (c) SPU-LMS algorithms in Gaussian noise with $L = 12$, $a = 0.9$, and $\mu_{S-LMS} = \mu_{SB-LMS} = \mu_{SPU-LMS} = 0.01$.

presented in Section III. Simulation results for Gaussian noise (see Section III-A) and CG noise (see Section III-B) will be presented. For the latter, the impulsive noise is applied to the desired signals for the tested algorithms throughout the whole adaptation process. Their locations are not fixed and changed according to $\eta_o(n)$ for each independent run. The system order $L$ and correlation coefficient $a$ for the input signal are chosen as $L = 12$ and $a = 0.9$, respectively. To illustrate the effect of decimation factor $C$, we choose $C = 1, 2, 3, \text{ and } 4$ for all algorithms. The values of the special integral functions $I_i(\Lambda)$, $I_{ij}(\Lambda)$, and $I'_{ij}(\Lambda)$ defined in (18), (33), and (34), respectively, are evaluated numerically using the method introduced in [41]. The step sizes used and other remaining simulation settings are the same as those in experiment 1.

For the mean convergence, the norm of the mean square weight-error vector is used as the performance measure

$$||v_A(n)||_2 = \left( \sum_{i=1}^{L} \left[ \frac{1}{K} \sum_{j=1}^{K} v_i^{(j)}(n) \right]^2 \right)^{1/2},$$

where $v_i^{(j)}(n)$ is the $i$th component of the weight-error vector $v(n)$ at time $n$ in the $j$th independent run. $K$ is the total number of independent runs, which is set to 200 in this experiment.

The theoretical results for the S-LMS family of algorithms in Gaussian noise are computed from (21). Since the results of the S-LMM family are also similar, they are omitted here. For the CG noise case, we only plot the theoretical results for the S-LMM family of algorithms from (52) because the results are similar. To save space, Fig. 4 only shows the mean convergence performance of the SPU-based algorithms under selected experimental settings. A good agreement between the theoretical and simulation results can be observed. Similar results can be obtained for the S- and SB-based algorithms. Interested readers are referred to [36] for more details.

For the mean square convergence of all the algorithms, $\text{EMSE}(n) = \text{Tr}(\Phi(n)\Lambda)$ is used as the performance measure. For the Gaussian noise case, the theoretical results of the S-LMS family of algorithms are computed from (37), and for the CG noise, those of the S-LMM family of algorithms are computed from (54). Similarly, the experimental results are shown in Figs. 5–8. We can see that the convergence speed of all algorithms decreases as $C$ increases. The theoretical and simulation results are also in good agreement with each other.

Due to page limitation, the simulation results on the effect of step size $\mu$, input covariance matrix, $\sigma^2_g$, $pr$, and $r_{im}$ for the impulsive model in (11) are not shown here. Only the effect of the decimation factor $C$, which is a key parameter of PU algorithms for trading performance and computational complexity, is shown. Moreover, the simulation results
for $L = 24$ and $\alpha = 0.5$ can be found in the supplementary materials [36]. As for the effect of the other parameters on the conventional LMS/SNLMS and LMM/NLMM algorithms in Gaussian and CG noise, interested readers are referred to [34] for more details. It was found in [34] that, in CG noise, the MSE performances of the LMM/NLMM-based algorithms are considerably better than their LMS/NLMS-based counterparts. Like the analytical results obtained in this paper, the detailed convergence speed and steady-state EMSE of the LMS/LMM/NLMS/NLMM algorithms depend on the step size, covariance of the input, $\sigma_g^2$, and $p_c$ and $r_m$ for the CG noise. The simulation results show that similar arguments as in [34] apply to the S/SB/SPU-based algorithms due to their close relationship with the LMS/LMM/NLMS/NLMM algorithms.

Overall, we can see that the theoretical analysis is accurate, and it can provide accurate prediction of the EMSE and a guideline for choosing the step size as suggested in (R-A4).
Experiment 3—Joint ANC and AEC in Automobiles: In this experiment, the PU-LMM and PU-NLMM algorithms are applied to an integrated acoustic signal processing system, which performs ANC and AEC for a hands-free cellular phone inside an automobile [43]. As shown in Fig. 9, the system has three inputs. They are the revolutions-per-minute (RPM) signal from the car’s engine, the received far-end signal from the cellular phone (RX), and the near-end signal from the microphone (Mic). The microphone is assumed to be placed at the headrest of the driver’s seat, and it is used to pick up the near-end speech signal. The ANC aims to cancel out the engine noise recorded by the microphone by adaptively estimating this noise and subtracting it from the microphone input signal. A speed or rotation sensor is used to measure the RPM of the engine and generate the RPM signal. This is then used to generate a reference signal \( u(n) \), which consists of unit magnitude sinusoids at the fundamental rotational frequency of the engine and a certain number of its harmonics. The ANC, which is implemented as an adaptive linear transversal filter, adjusts continuously the complex amplitudes of the reference signal input \( u(n) \) to minimize the difference between its output, which is the estimated engine noise, and that of the microphone input.

In doing so, the engine noise in the microphone can be suppressed before transmitting to the far end through the cellular phone. Mathematically, the error signal \( e_1(n) \) to be minimized is

\[
e_1(n) = d(n) - W_1^T(n)u(n),
\]

where \( d(n) \) is the desired signal received at the microphone,

\[
W_1(n) = [w_1^{(0)}(n) \cdots w_1^{(N-1)}(n)]^T
\]

is the weight vector at time instant \( n \) of the adaptive-filter-based ANC of length \( N \), and

\[
u(n) = [u(n) \cdots u(n - N + 1)]^T
\]

is the input signal vector containing the reference input at time instant \( n \). Conventionally, the adaptive-filter-based ANC is updated by the LMS or NLMS algorithms. However, impulsive interference may appear at the desired input during double-talk, i.e., when the speaker in the automobile tries to talk when the far-end speaker is talking, or noisy traffic conditions. This may significantly affect the performance of the ANC, as we shall illustrate by the simulation results hereinafter. Therefore, we propose to update the weight vector of the adaptive filter (ANC) by the proposed PU-LMM algorithm, which is able to suppress the adverse effect of the impulsive noise. For the multichannel ANC, a filtered-s LMS algorithm and its variants have been proposed to address the nonlinearities encountered in ANC systems [46].

To suppress the echo from the loudspeaker (see “LS” in Fig. 9) to the microphone, the output of the ANC is forwarded to an AEC, which identifies the acoustic path from the loudspeaker to the microphone by using an adaptive filter \( W_2 \) with the far-end received signal \( x(n) \) and the noise-suppressed microphone input \( e_1(n) \) as the signal input and desired input, respectively. The AEC system output \( e_2(n) \) is obtained by subtracting the ANC output from the output of the adaptive filter

\[
W_2^T(n)x(n),
\]

which is the estimated echo component, and

\[
W_2(n) = [w_2^{(0)}(n) \cdots w_2^{(M-1)}(n)]^T
\]

is the estimated impulse response of the echo path. Hence, \( e_2(n) = e_1(n) - W_2^T(n)x(n) \), where

\[
x(n) = [x(n) \cdots x(n - M + 1)]^T
\]

is the input signal vector and \( M \) is the order of the filter. To suppress the adverse effect of possible impulsive noise at the desired input, i.e., the ANC output, the weight vector is again updated by the proposed PU-LMM/NLMM algorithms.

In the simulation, the engine is assumed to be running at an idling RPM of 4980, and the noise is assumed to contain sinusoids with frequencies of 166 and 332 Hz. Following the descriptions in [43], we assume that the sinusoid noise is given by

\[
0.0707[\cos(2\pi \cdot 166 \cdot nT) + \cos(2\pi \cdot 332 \cdot nT)],
\]

where \( T \) is the sampling period, and it propagates to the microphone with an amplitude decay of 0.5. The far-end signal is a segment of the speech signal. The double-talk is assumed to occur at the 10000th sample, and it is stimulated by injecting a short sinusoid with frequencies of 166 and 332 Hz. The SNR is set to be 15 dB. For both LMS and LMM algorithms, the order of the adaptive filter \( W_1 \) is 256, and the step size is 0.015, which results in a bandwidth of about 20 Hz [43]. The decimation factor for the PU algorithms is 16, and hence, their arithmetic complexities are about 1/16 of their full-update counterparts. The orders of the echo path and the adaptive filter \( W_2 \) are both chosen to be 18, and the decimation factor for the PU algorithms is three. To achieve a similar steady-state EMSE, the step sizes for the LMS/LMM and the NLMS/NLMM algorithms are chosen as 0.02 and 0.1, respectively.
Fig. 10(a) shows the spectra of the system input and outputs by the LMS/LMM/PU-LMS/PU-LMM algorithms for the samples in the interval from 9500 to 10 523 using a 1024-point discrete Fourier transform with a Hamming window. It can be seen that the LMM PU-LMS/LMM algorithms offer similar spectra as the noise-free input spectrum while the LMS algorithm introduces large distortions at around 166 and 332 Hz due to the double-talk problem. Since the double-talk signal is relatively short and has a large magnitude, it has considerable components at the fundamental and second harmonics, i.e., 166 and 332 Hz. The LMS adaptive filter has mistaken them as a sharp change in the engine noise and hence attenuates the signal energy at around 166 and 332 Hz. The PU-LMS algorithm is less sensitive to the impulsive noise possibly because the weight vector is updated partially. On the other hand, the LMM/PU-LMM algorithms are much less affected by the double-talk with a sufficiently long median filter length $N_w$, for example, 200 (the parameters $\kappa$, $\lambda$, and $c_1$ are set as the same as in the aforementioned experiments), which is able to combat the adverse effect of the double-talk. After the double-talk, $W_1$ for the LMS and PU-LMS will converge to the desired value again. Given a sufficient long period of time, the spectra obtained by various algorithms are very similar, and therefore, they are not shown here to save space. Since the input $u(n)$ has constant input signal power, the performance of the LMS (LMM) algorithm is the same as that of the NLMS (NLMM) algorithm for the same EMSE. Therefore, only the former results are shown.

Now, we study the performance of the AEC using various algorithms. For a fair comparison, the ANC is performed using the PU-LMM algorithm. Therefore, the input to the AEC $e_1$ is the same for all the testing algorithms. Fig. 10(b) shows the convergence curves of the EMSE for the algorithms tested since this is related to the amount of the uncanceled echo. The step sizes of the LMM, NLMS, and NLMM algorithms are set to 0.013, 0.1, and 0.1, respectively, so that the steady-state EMSEs of the algorithms are approximately the same. Since the speech signal contains momentarily silence between phonemes, the parameter $\varepsilon$ in the NLMS and NLMM, which is also a regularization parameter, is set to 0.3 to avoid the problem of no excitation.

The NLMS algorithms are seen to be significantly affected by the double-talk, while the LMM/NLMM algorithms are rather insensitive to the double-talk. The LMM algorithm is slightly better than the PU-LMM algorithm, which, however, has a considerably lower arithmetic complexity. The LMS and PU-LMS algorithms have a similar performance as the LMM-based algorithms but are considerably more sensitive to the double-talk. Therefore, the results are not shown for space limitation. To further evaluate the performance of the AEC, the echo return loss enhancement (ERLE) defined as $\text{ERLE}(n) = 10 \log \left( \frac{E[e_1^2(n)]}{E[e_2^2(n)]} \right)$ for various algorithms is shown in Fig. 10(c). Note that, for clarity, the ERLE curves in Fig. 10(c) are plotted for every 100 time samples. It can be seen that the performances of the $M$-estimation-based algorithms are much better than their LS counterparts in the presence of double-talk. On the other hand, the initial convergences and EMSE of the $M$-estimation algorithms are slightly impaired since some of the error samples are suppressed due to the use of a relatively large median filter length. The lower complexity PU algorithms are seen to have slightly lower performances as compared with their full-update versions.

V. Conclusion

New extensions of conventional S-LMS algorithms and their convergence behaviors with Gaussian inputs and additive Gaussian or CG noises have been presented. The S-LMM family of algorithms proposed are nonlinear extensions of the S-LMS algorithms. They are shown to offer improved performances in adaptive system identification over their conventional LMS/NLMS-based counterparts in an impulsive noise environment. Difference equations describing their mean and mean square convergence behaviors in Gaussian inputs and Gaussian or CG noises are derived. The analytical results reveal the advantages of the normalization in convergence speed and the improved robustness of the S-LMM family in an impulsive noise environment. The theoretical results are in good agreement with the computer simulations. Finally, a simulated example of a joint ANC and AEC for communications inside an automobile was conducted to illustrate the effectiveness of the proposed algorithm in the presence of double-talk.
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