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A Visual Servoing Path-Planning Strategy for Cameras Obeying the Unified Model

T. T. Shen, G. Chesi, and Y. S. Hung

Abstract—Recently, a unified camera model has been introduced in visual control systems in order to describe through a unique mathematical model conventional perspective cameras, fisheye cameras, and catadioptric systems. In this paper, a path-planning strategy for visual servoing is proposed for any camera obeying this unified model. The proposed strategy is based on the projection onto a virtual plane of the available image projections. This has two benefits. First, it allows one to perform camera pose estimation and 3D object reconstruction by using methods for conventional camera that are not valid for other cameras. Second, it allows one to perform image path-planning for multi-constraint satisfaction by using a simplified but equivalent projection model, that in this paper is addressed by introducing polynomial parametrizations of the rotation and translation. The planned image trajectory is hence tracked by using an IBVS controller. The proposed strategy is validated through simulations with image noise and calibration errors typical of real experiments. It is worth remarking that visual servoing path-planning for non conventional perspective cameras has not been proposed yet in the literature.

I. INTRODUCTION

Visual servoing is a key area of control systems as it allows one to automatically position a robot end-point to a desired location by exploiting the information provided by a vision system (typically a camera mounted on the robot end-point) as feedback signal. Various methods have been proposed in the literature for visual servoing. Classical schemes include position-based visual servoing (PBVS) [1] and image-based visual servoing (IBVS) [2]. Other important contributions include hybrid visual servoing [3], partitioned visual servoing [4], global motion plan via navigation functions [5], and LMI techniques for multi-constraint satisfaction [6], [7]. See also the survey papers [8], [9] and the collection [10].

A fundamental problem in visual servoing consists of keeping the image features in the field of view of the camera. Various techniques have been proposed in order to address this problem, based for example on switching control schemes [11], [12], [13], circular-like trajectories [14], and path-planning in the image domain [15], [16], [17]. However, some of these techniques do not guarantee global convergence, while others do not allow one to take into account important constraints on joint limits and robot workspace. A possible way to address this problem could be to adopt vision systems with larger field of view than conventional perspective cameras, such as fisheye cameras (which combine conventional perspective cameras and fisheye lens) [18] and catadioptric imaging systems (which consist of conventional cameras and mirrors) [19]. For these vision systems, a unified mathematical model has recently been proposed and utilized in IBVS [20], [21], [22].

In this paper, an image path-planning strategy for visual servoing is proposed for cameras obeying the unified model. The idea is to reproject the available image projections onto a virtual plane. This has two benefits. First, it allows one to perform camera pose estimation and 3D object reconstruction by using methods for conventional camera that are not valid for other cameras. Second, it allows one to perform image path-planning for multi-constraint satisfaction by using a simplified but equivalent projection model, that in this paper is addressed by introducing polynomial parametrizations of the rotation and translation. The planned image trajectory is hence tracked by using an IBVS controller. Finally, the proposed strategy is validated with simulations in both cases of absence and presence of uncertainties on the image points and intrinsic parameters which are typical of real experiments. It is worth remarking that visual servoing path-planning for non conventional perspective cameras has not been proposed yet in the literature.

The paper is organized as follows. Section II introduces the unified camera model and the problem formulation. Section III presents the proposed strategies for camera pose estimation and path-planning. Section IV shows some simulation results. Lastly, Section V concludes the paper with some final remarks.

II. PRELIMINARIES

In this section, we first state the notation and then we briefly recall the unified model.

A. Notation

We denote by $\mathbb{R}$ the real number set, $I_n$ the $n \times n$ identity matrix, $e_i$ the $i$-th column of $I_3$, $0_n$ the $n \times 1$ null vector, $1_n$ the $n \times 1$ vector with all elements equal to 1, $[v]_\times$ the skew-symmetric matrix of $v \in \mathbb{R}^3$. Given two camera poses $\{R^o, d^o\}$ and $\{R^i, d^i\}$, the pose transformation from $\{R^o, d^o\}$ to $\{R^i, d^i\}$ is expressed as $\{R, d\}$:

\[
\begin{align*}
R &= R^o T R^i \\
d &= R^o T (d^i - d^o).
\end{align*}
\]
Pixel coordinates of images obtained from these two cameras are symbolized as \( \mathbf{p}^o = [x^o, y^o, 1]^T \) and \( \mathbf{p}^* = [x^*, y^*, 1]^T \). \( K \in \mathbb{R}^{3 \times 3} \) is the camera intrinsic parameters matrix.

B. Unified Camera model

The model consists of two projections, one onto a virtual unitary sphere centered at \( M \), followed by another projection from the optical center \( C \) as illustrated in Fig. 1. The sphere center \( M \) has a translation of \( \xi \) from the optical center \( C \) along the Z-axis. The unified camera model can be employed to model perspective cameras, fisheye cameras, and catadioptric systems [18].

Our strategy consists of two main steps. First, we introduce a transformation for obtaining the point \( \mathbf{p} \) from the point \( \tilde{\mathbf{p}} \), i.e. re-projecting \( \tilde{\mathbf{p}} \) onto the virtual plane. Second, we perform image path-planning onto the virtual plane by introducing polynomial parametrizations of the rotation and translation.

A. Projection onto a Virtual Plane

The points \( \tilde{\mathbf{p}} \) and \( \mathbf{p} \) are related by the relationship:

\[
\tilde{\mathbf{p}} \rightarrow \tilde{\mathbf{m}} \rightarrow \mathbf{m} \rightarrow \mathbf{p}.
\]  

This relationship can be constructed by transforming \( \tilde{\mathbf{m}} \) into \( \mathbf{m} \), which is actually a projection of \( \tilde{\mathbf{m}} \) onto a virtual plane according to Fig. 1. Let us write

\[
\mathbf{m} = \begin{bmatrix} m_1 & m_2 & 1 \end{bmatrix}^T, \quad \tilde{\mathbf{m}} = \begin{bmatrix} \tilde{m}_1 & \tilde{m}_2 & 1 \end{bmatrix}^T
\]  

From (2) and (3), we know that \( \bar{m}_1 / \bar{m}_2 = m_1 / m_2 = X/Y \). When \( \bar{m}_1 \neq 0 \), for any \( \bar{m}_2 \), we let \( \alpha = m_1 = X/Z \), then \( m_2 = Y/Z = (X/Z) \cdot (Y/Z) = \alpha \cdot (\bar{m}_2 / \bar{m}_1) \); when \( \bar{m}_1 = 0 \) and \( \bar{m}_2 \neq 0 \), we shall let \( \alpha = m_2 = Y/Z \), then \( m_1 = \alpha \cdot (\bar{m}_1 / \bar{m}_2) = 0 \); when both \( \bar{m}_1 \) and \( \bar{m}_2 \) are zero, which happens when the object point lies in the principle axis, we have \( \mathbf{m} = \tilde{\mathbf{m}} = [0,0,1]^T \).

\[
\begin{cases}
\mathbf{m} = \begin{bmatrix} \alpha, \alpha \bar{m}_2 / \bar{m}_1, 1 \end{bmatrix}^T, & \bar{m}_1 \neq 0, \forall \bar{m}_2; \\
\mathbf{m} = [0,0,1]^T, & \bar{m}_1 = 0, \bar{m}_2 \neq 0; \\
\mathbf{m} = \tilde{\mathbf{m}}, & \bar{m}_1 = \bar{m}_2 = 0.
\end{cases}
\]  

In each case mentioned above, \( \mathbf{m} \) could be uniquely decided by \( \tilde{\mathbf{m}} \). Take the case when \( \bar{m}_1 \neq 0 \) for example, by substituting \( \alpha \) for \( X/Z \), \( \alpha \cdot (\bar{m}_2 / \bar{m}_1) \) for \( Y/Z \) in (2), we obtain:

\[
\begin{cases}
\bar{m}_1 = \frac{\alpha}{1 + \bar{Y} / \bar{X}}, & \bar{m}_1 \geq 0; \\
\bar{m}_2 = \frac{\alpha \cdot \bar{m}_2 / \bar{m}_1}{1 + \bar{Y} / \bar{X}}, & \bar{m}_2 \geq 0.
\end{cases}
\]  

Equation (7) can be transformed into a second order polynomial of \( \alpha \):

\[
\begin{cases}
(\alpha - \bar{m}_1)^2 = \frac{\bar{Y}^2 \bar{m}_1^2 (\alpha^2 + \alpha^2 \bar{m}_2^2 / \bar{m}_1^2 + 1)}{1 + \bar{Y} / \bar{X}}, & \alpha - \bar{m}_1 < 0.
\end{cases}
\]  

It can be shown that the solution \( \alpha \) of (8) is unique. From this solution, we hence recover \( \mathbf{m} \) according to (6). Finally, \( \mathbf{p} \) is obtained as \( \mathbf{p} = K \mathbf{m} \).

B. Pose Estimation and Trajectory Parametrization

Through projection onto a virtual plane, virtual image points pairs \( \{\mathbf{p}_i^o, \mathbf{p}_i^*\}, i = 1, 2, \ldots, n \) could be utilized to reconstruct the object points world coordinates \( \mathbf{b}_i \) and to obtain the relative camera pose \( \{\mathbf{R}, \mathbf{d}\} \) by solving (9) in ideal conditions:

\[
\mathbf{p}_i^o = K \mathbf{b}_i \quad \mathbf{p}_i^* = K \mathbf{R}^T (\mathbf{b}_i - \mathbf{d})
\]  

In real conditions (i.e., with image noise and calibration errors), one can estimate \( \{\mathbf{R}, \mathbf{d}\} \) through essential matrix
algorithm [24, 25] or homography matrix algorithm [26]. With approximated \{R, d\}, object coordinates \(b_i\) can be estimated using linear least square method. When the CAD model of the object is not available, the estimated \(d\) and the planned camera trajectory will be normalized [16].

Let us denote \(\{R(w), d(w)\}\) the camera pose along the trajectory, where \(w \in [0, 1]\) is the trajectory absciss. The pose boundary conditions are:

\[
\begin{align*}
\{R(0), d(0)\} &= \{I, 0\}, \\
\{R(1), d(1)\} &= \{R, d\}.
\end{align*}
\]

The image boundary conditions are given by:

\[
\begin{align*}
\bar{p}_i(w) &= \frac{KR(w)^T(b_i - d(w))}{\epsilon^2 R(w)^T(b_i - d(w)) + \epsilon \|b_i - d(w)\|} \\
\bar{p}_i(0) &= \bar{p}_i^0, \bar{p}_i(1) = \bar{p}_i^1, \forall i = 1, ..., n
\end{align*}
\]

where \(b_i\) is reconstructed world coordinates of the \(i\)-th object point. However, in real conditions, there does not exist any \(b_i\) such that \(\bar{p}_i(0) = \bar{p}_i^0\) and \(\bar{p}_i(1) = \bar{p}_i^1\) due to image noise and calibration errors, and therefore we impose that:

\[
\bar{p}_i(w) = \bar{p}_i(w) - (1 - w)\epsilon^2 - w(\epsilon^2).
\]

where \(\epsilon^2\) and \(\epsilon^2\) are image errors that ensure the feasibility of the problem, and are given by:

\[
\begin{align*}
\epsilon^2 &= \frac{Kb_i}{\epsilon^2 R^T(b_i - d) + \epsilon \|b_i - d\|} - \bar{p}_i^0 \\
\epsilon^2 &= \frac{Kb_i}{\epsilon^2 R^T(b_i - d) + \epsilon \|b_i - d\|} - \bar{p}_i^1
\end{align*}
\]

In order to deal with polynomial optimization, we represent the rotation matrix \(R(w)\) in the form of \(\Lambda(\phi(w))\), where \(\phi(w) \in \mathbb{R}^4\) are quaternions [16]. The desired quaternion \(\phi(1)\) corresponding to the desired rotation \(R\) is denoted as \(\phi^*\): \(\phi^* = \left[\sin \frac{\theta}{2} v^T, \cos \frac{\theta}{2} \right]^T\) where \(\theta \in [0, \pi]\) and \(v \in \mathbb{S}^3: \|v\| = 1\), are respectively the rotation angle and axis of \(R\), which can easily be found when \(R\) is expressed in its exponential coordinates form as \(R = e^{\theta v}\). Hence, the camera pose along the trajectory is represented by \(\{\phi(w), d(w)\}\) and the pose boundary conditions in (10) is newly described as:

\[
\begin{align*}
\{\phi(0), d(0)\} &= \{0, 0\}^T, \{0, 3\}^T \\
\{\phi(1), d(1)\} &= \{\phi^*, d\}.
\end{align*}
\]

Polynomial parametrization of \(\phi(w)\) and \(d(w)\) are employed to reduce the computational complexity. We write them in polynomials of \(w\) with arbitrary degrees of \(\sigma\) and \(\tau\) respectively:

\[
\begin{align*}
\phi(w) &= \bar{U} \cdot [w^\sigma, w^{\sigma-1}, ..., w, 1]^T \\
d(w) &= \bar{V} \cdot [w^\tau, w^{\tau-1}, ..., w, 1]^T
\end{align*}
\]

where \(\phi(w) \in \mathbb{R}^4\) and \(d(w) \in \mathbb{R}^3\), therefore their coefficient matrices \(\bar{U} \in \mathbb{R}^{4 \times (\sigma+1)}\) and \(\bar{V} \in \mathbb{R}^{3 \times (\tau+1)}\). It is a difficult problem to determine the optimal polynomial degree. We shall select these polynomial degrees from low to high until a satisfactory trajectory is obtained. By imposing boundary conditions on \(\phi(w)\) and \(d(w)\) in (16), one obtains:

\[
\begin{align*}
\bar{U} &= [\phi^* - U \cdot 1_{\sigma-1}, [0, 1]^T, U, [0, 1]^T], \\
\bar{V} &= [d - V \cdot U_{\tau-1}, V, 0_3]
\end{align*}
\]

where \(U \in \mathbb{R}^{4 \times (\sigma-1)}\) and \(V \in \mathbb{R}^{3 \times (\tau-1)}\) should be optimized to satisfy the imposed constraints.

C. Constraints

It is compulsory for the robot to keep targets in its field of view during the motion. Occlusions should be avoided as done is [17]. At the same time, the robot should also avoid collision with obstacles lie in the workspace. In this section, we impose visibility constraint and workspace constraint on the camera trajectory.

1) Visibility Constraint: In order to keep sight of objects along the trajectory of the camera, the objects should always be in front of the camera and the image projection of the objects should be constrained within the fixed image size \(\xi_x \times \xi_y\). These constraints are expressed as:

\[
\begin{align*}
0 \leq x_i(w) \leq \xi_x, \\
0 \leq y_i(w) \leq \xi_y \\
Z_i(w) > 0, \forall w \in [0, 1], i = 1, ..., n
\end{align*}
\]

where \(\xi_x\) and \(\xi_y\) are virtual image size on the virtual plane corresponding to the real image size of \(\xi_x \times \xi_y\). \(x_i(w)\) and \(y_i(w)\) are image points projection onto the virtual plane. \(Z_i(w)\) is parameterized object point depth:

\[
\begin{align*}
p &= [x_i(w) \ y_i(w) \ 1]^T \\
&= \frac{K \Lambda(\phi(w))^T(b_i - d(w))}{Z_i(w)} \\
Z_i(w) &= e^{\xi_x} \Lambda(\phi(w))^T(b_i - d(w)).
\end{align*}
\]

For catadioptric sensor, the dead zone at the center of the image should also be considered, we denote \(\zeta_o\), the projection of the dimension of the dead zone onto a virtual plane and \(\{x_o, y_o\}\) the image center.

\[
[x_i(w) - x_o]^2 + [y_i(w) - y_o]^2 \geq \zeta_o.
\]


\[ Z_i(w) = [w^\tau, w^{\tau-1}, \ldots, w, 1]T \]  

where  
\[ M_{coef} = 2r_1[\tilde{u}_1^T \tilde{u}_1 + \tilde{u}_2^T \tilde{u}_2 + \tilde{u}_3^T \tilde{u}_3 + \tilde{u}_4^T \tilde{u}_4] \]  

In \((23), r_i \in R^{(\tau+1) \times 1}\) is the \(i\)-th row of matrix \([V \cdot 1_{\tau-1} - d, -V, b]^T\), \(\tilde{u}_i \in R^{\tau \times 1}\) is the \(i\)-th row of matrix \(U\) in \((17)\), and \([H]\) is a \(1 \times (2\sigma + 1)\) vector whose \(\rho\)-th component is the sum of entries \(H_{ij}\) that satisfies \(i + j = \rho + 1, 1 \leq i, j \leq \sigma + 1\) in matrix \(H \in R^{(\sigma + 1) \times (\sigma + 1)}\). From \((22)\) and \((23)\), we can see that \(Z_i(w)\) is a polynomial of \(w\) with degree of \(2\sigma + \tau\). The optimization problem lies in finding the appropriate matrices \(U\) and \(V\) that satisfy the point depth constraint for every \(i = 1, \ldots, n\) and \(w \in [0, 1]\) along the trajectory.

2) Workspace Constraint: Robot should make a detour to avoid collision with obstacles block in the way, at the same time it should keep sight of all the object points.

Assume that there is an obstacle located at \(o \in R^3\) with reference to the initial camera pose, one can impose workspace constraint on the camera trajectory as:

\[ \|d(w) - o\| \geq a, \forall w \in [0, 1] \]  

where \(a\) is a constant describing the minimum safe distance between camera trajectory \(d(w)\) and the obstacle. Bring in polynomial parametrization of \(d(w)\), we have

\[ \|d - V \cdot 1_{\tau-1}, V, -o\| \cdot [w^\tau, w^{\tau-1}, \ldots, w, 1]^T > a. \]  

\textbf{D. Getting the Trajectory}

All constraints should be satisfied by solving the optimization problem:

\[ g_k(w, U, V, i) > 0, \]  

\[ \forall k = 1, \ldots, k_{MAX}, \forall w \in [0, 1], \forall i = 1, \ldots, n. \]  

It must be evaluated that each constraint function \(g_k(w), k = 1, \ldots, k_{MAX}\) is positive for all \(w \in [0, 1]\) and all \(i = 1, \ldots, n\) which is the sequence of observable object points.

In the sequel, we focus on the utilization of fisheye cameras, in which case only the point depth constraint should be considered to ensure the visibility. Entries of \(U\) and \(V\) matrices are initially set to be zero, that generate a straight trajectory. With initial \(U\) and \(V\), we first find \(g_{11}\), the minimum value of \(Z_i(w)\) along the trajectory for the \(i\)-th object point, then obtain \(g_{1i}\), the minimum value of \(g_{1i}\) among different object points.

\[ g_{1i} = \min_{w \in [0, 1]} Z_i(w) \]  

\[ g_{1} = \min_{i = 1, \ldots, n} g_{1i}. \]  

If \(g_{1}\) is positive, then the visibility constraint is already satisfied, otherwise we should start the optimization. In order to impose workspace constraint simultaneously, let

\[ g_2 = \min_{w \in [0, 1]} \|d(w) - o\| - a. \]  

Put these two constraints together, we define:

\[ G(Q) = \min\{g_1, g_2\} \]  

where \(Q\) is a vector containing all the entries of \(U\) and \(V\). The problem is:

\[ G^* = \max_{Q} G(Q). \]  

The solution of \((30)\) may not be unique since the imposed constraints may be satisfied by different trajectories. One can simply adopt the solution returned by the solver. Since \(U\) and \(V\) are united as a vector \(Q\), local maximum of \(G(Q)\) is guaranteed. We denote the appropriate \(U\) and \(V\) as \(\hat{U}\) and \(\hat{V}\).

Then the camera trajectory can be obtained by imposing \(\hat{U}\) and \(\hat{V}\) in \((16)\) and plotting \(d(w)\) with high resolution of \(w\). Image trajectory can be obtained by:

\[ \hat{p}_i(w) = \frac{K\Lambda(\phi(w))^T (b_i - d(w))}{\xi^2 \Lambda(\phi(w))^T (b_i - d(w)) + \xi \|b_i - d(w)\|^2}. \]  

Image trajectory on the virtual plane is nothing but the image trajectory obtained by \((31)\) when \(\xi = 0\).

\textbf{IV. EXAMPLES}

In this section, the proposed path-planning strategy for cameras obeying the unified model is demonstrated by simulation results. The performance of fisheye camera (with \(\xi = 1\) in the unified model) and perspective one are compared in these simulation examples. It takes about 5.61 seconds to find \(\hat{U}\) and \(\hat{V}\) on a standard PC (Intel Core 2 Duo, WIN XP, 2.10GHz) with MATLAB. It is supposed that the CAD model of the object is not available and the camera has its ideal intrinsic parameters matrix as:

\[ K = \begin{pmatrix} 400 & 0 & 400 \\ 0 & 400 & 300 \\ 0 & 0 & 1 \end{pmatrix}. \]  

Consider the situation depicted in Fig. 2 where the large white dots of five dices are observed by two fisheye cameras, the initial one at \([0, 0, 0]^T\) with rotation axis \(v = [0, 0, 1]^T\) and rotation angle \(\theta = 0\), and the desired one at \([-22, 0, 60]^T\) with rotation axis \(v = [0, 1, 0]^T\) and rotation angle \(\theta = 2.1991\).

Consider the problem to steer the camera satisfying visibility and workspace constraints simultaneously. When there is an obstacle demonstrated as a sphere right on the straight line between these two camera centers, the workspace constraint will not be satisfied if \(U\) and \(V\) maintain their initial values. The camera has to make a detour to avoid collision. Fig. 3 and 4 show the path-planning results through optimization.

In real conditions, we assume random image noise range from \([-1, 1]\) and the estimated intrinsic parameters matrix \(\hat{K}\) as:
Fig. 2. 3D points and cameras.

Fig. 3. Image trajectory of fisheye projection in ideal condition.

Fig. 4. Image trajectory onto the virtual plane in ideal condition.

Fig. 5. Image trajectory of fisheye projection in real condition.

Fig. 6. Image trajectory onto the virtual plane in real condition.

Fig. 7. Camera path in real condition.
\[
\hat{K} = \begin{pmatrix}
412 & 0 & 405 \\
0 & 390 & 302 \\
0 & 0 & 1 \\
\end{pmatrix}. \tag{33}
\]

The path-planning results with image noise and calibration errors are shown in Fig. 5, 6 and 7.

Fig. 3 and 5 indicate that image trajectory of fisheye camera falls within the fixed image size of 800 × 600 pixels. For comparison, image trajectory of projection onto the virtual plane shown in Fig. 4 and Fig. 6 apparently goes out of the image boundary presented as a rectangle.

Fig. 7 shows the planned camera path in real conditions. Camera pose in the middle of the planned path with trajectory parameter \( w = 0.5 \) is also figured in Fig. 7.

V. CONCLUSIONS AND FUTURE WORKS

We have presented a visual path-planning strategy for cameras obeying the unified model, which includes conventional perspective cameras, fisheye cameras, and catadioptric systems. The idea consists of re-projecting the available image projections onto a virtual plane, hence allowing one to perform image path-planning for multi-constraint satisfaction by using a simplified but equivalent projection model. In addition, the proposed strategy also allows one to perform camera pose estimation and 3D object reconstruction by using methods for conventional camera that are not valid for other cameras. It is worth remarking that visual servoing path-planning for non-conventional perspective cameras has not been proposed yet in the literature. Future work will be devoted to test the behavior of the proposed strategy in real experiments.
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