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Abstract—In this paper, partial data-dependent superimposed training based channel estimation for OFDM systems over doubly selective channels (DSCs) is addressed. Due to the presence of unknown data as interference, we first derive a minimum mean square error (MMSE) channel estimator by treating the effect of unknown data as noise. To further improve the performance, a novel iterative algorithm which jointly estimates channel and suppresses interference from data is proposed via variational inference approach. Simulation results show that the proposed algorithm converges after a few iterations. Furthermore, after convergence, the performance of the proposed channel estimator is very close to that with full training at high SNRs.

Index Terms—Superimposed training, Channel estimation, Orthogonal frequency division multiplexing (OFDM).

I. INTRODUCTION

For broadband orthogonal frequency division multiplexing (OFDM) systems, high speed movement of mobile terminals causes Doppler spread and results in multi-path time-varying channels, i.e., doubly selective channels (DSCs). Due to time variation of the channel, the number of channel parameters in one OFDM symbol significantly increases, which makes the channel estimation a challenge.

So far, semi-blind channel estimation for OFDM systems over DSCs has been discussed in [1]–[3]. However, in these works, data and pilots occupy exclusive sets of subcarriers, which decreases the spectrum efficiency. An alternative is the superimposed training (ST) [4]–[7], where pilots are added on top of the data symbols. ST based channel estimators are proposed for slow fading channels in [4], [5], which are not applicable for DSCs. Over DSCs, least square (LS) and linear minimum mean square error (LMMSE) channel estimators are proposed in [6] by splitting the whole OFDM symbol into subblocks and ignoring the time-variation of the channel within each subblock. However, the assumption that the channel within each subblock is constant would result in significant modeling error when dealing with large Doppler spread. In [7], partial data-dependent superimposed training (PDDST) based channel estimator is proposed for single carrier transmission systems over DSCs. As a general form of superimposed training generated in frequency domain, PDDST offers a tradeoff between data interference and data integrity by controlling a parameter called self-interference factor. However, extension of the works in [7] to OFDM systems is by no means straightforward.

In this paper, PDDST based channel estimation for OFDM systems over DSCs will be addressed via variational inference approach. The variational inference approach is applicable in cases when direct access or maximization of the posterior distribution of parameter to be estimated is difficult if not impossible. In particular, the variational inference approach constructs a lower bound on the posterior distribution [8], and attempts to optimize this bound iteratively. Since it is basically a Bayesian framework, statistical information (such as channel statistics, power of data and noise) is exploited to aid the estimation. Simulation results show that the proposed joint algorithm converges after a few iterations. Furthermore, after convergence, the performance of the proposed channel estimator is very close to that with full training.

Notation: Boldface letters will be used for matrices and vectors. \( H \) and \( T \) denotes Hermitian and transpose respectively. The symbol \( I_N \) denotes the \( N \times N \) identity matrix, with \( e_j \) denoting the \( j^{th} \) column of \( I_N \). \( \text{diag}(\cdot) \) stands for the diagonal matrix with vector \( \cdot \) on its diagonal. The \((m,n)^{th}\) entry of a matrix \( \mathbf{X} \) is denoted by \( [\mathbf{X}]_{m,n} \). The symbol \( \odot \) denotes the Kronecker product and \( \odot \) denotes the Hadamard product. \( \mathbb{E}\{\cdot\} \) denotes the expectation and \( \mathbb{R}\{\cdot\} \) is the real part. \( \text{Tr}\{\mathbf{X}\} \) and \( |\mathbf{X}| \) are the trace and the determinant of a square matrix \( \mathbf{X} \) respectively. The matrix \( \mathbf{F} \) is the FFT matrix with \( [\mathbf{F}]_{m,n} = \frac{1}{\sqrt{N}} e^{-j2\pi mn/N} \).

II. SYSTEM MODEL

In an OFDM system, the source data in frequency domain is modulated onto \( N \) parallel subcarriers to obtain the time domain signal. With partial data-dependent superimposed training (PDDST), the transmitted signals in time-domain is given by

\[
\mathbf{s} = \mathbf{F}^H \mathbf{b} + \mathbf{F}^H_{\lambda}(\mathbf{c} - \lambda \mathbf{b}_{\mathcal{K}})
\]  

(1)

where \( \mathbf{b} \) is the transmitted data in frequency domain, \( \mathbf{c} \) is the known training on subcarriers set denoted by \( \mathcal{K} \) with \( N_c \) elements, \( \mathbf{b}_{\mathcal{K}} \) corresponds to the data transmitted on subcarrier set \( \mathcal{K} \), \( \lambda \in [0, 1] \) is the self-interference factor, and \( \mathbf{F}^H_{\lambda} \) denotes the columns of \( \mathbf{F}^H \) corresponding to those subcarriers on \( \mathcal{K} \).

In (1), since \( \mathbf{b}_{\mathcal{K}} \) is indeed parts of \( \mathbf{b} \), we can group those...
unknown data together to obtain
\[ s = \left[ F^H_{\mathcal{K}} (1-\lambda) F^H_{\mathcal{K}} \right] b_{\mathcal{K}} + F^H_{\mathcal{K}} c \] (2)

where \( F_{\mathcal{K}} \) collects the rows corresponding to the subcarrier set \( \mathcal{K} \) with \( \mathcal{K} \cup \bar{\mathcal{K}} = \{0, \ldots, N-1\} \), and \( \bar{b} \) comes from re-ordering of \( b \).

From (2), we can find that PDDST include the following three cases:

- When \( 0 < \lambda < 1 \), the data component at each subcarrier \( k \in \mathcal{K} \) is reduced to \((1-\lambda)b_k\). Then the interference to training symbol from data on these subcarriers is effectively suppressed while there is no loss of data rate.
- In the case \( \lambda = 1 \), PDDST reduces to DDST, and the data on subcarriers \( \mathcal{K} \) is null. Therefore, there is no interference to training from data on these subcarriers. However, DDST results in loss of data rate [5].
- In the case \( \lambda = 0 \), PDDST reduces to traditional superimposed training [4], and \( c \) becomes the training in frequency domain known to the receiver while the data \( b \) keeps intact. However, the interference to training from data is not suppressed at all at the transmitter side.

With the time domain OFDM symbol \( s \) in (2), a cyclic prefix (CP) with length longer than the delay spread of the channel is inserted at the beginning to prevent intersymbol interference (ISI). The signal is then transmitted through a Rayleigh-distributed doubly selective channel which has \( L \) independent taps with the average power of the \( l^{th} \) tap denoted by \( \sigma^2_l \). The auto-correlation of the \( l^{th} \) tap follows the classical Jakes' model [1] given by 
\[ R_l = J_0(2\pi f_D(l-n)T_s) = \sigma^2_l J_0(2\pi f_D(l-n)T_s) \]

From (2), we can find that PDDST include the following three cases:

\[ \begin{align*}
& \text{When } 0 < \lambda < 1, \text{ the data component at each subcarrier } \ k \in \mathcal{K} \text{ is reduced to } (1-\lambda)b_k. \text{ Then the interference to training symbol from data on these subcarriers is effectively suppressed while there is no loss of data rate.} \\
& \text{In the case } \lambda = 1, \text{ PDDST reduces to DDST, and the data on subcarriers } \mathcal{K} \text{ is null. Therefore, there is no interference to training from data on these subcarriers. However, DDST results in loss of data rate [5].} \\
& \text{In the case } \lambda = 0, \text{ PDDST reduces to traditional superimposed training [4], and } c \text{ becomes the training in frequency domain known to the receiver while the data } b \text{ keeps intact. However, the interference to training from data is not suppressed at all at the transmitter side.}
\end{align*} \]

With the time domain OFDM symbol \( s \) in (2), a cyclic prefix (CP) with length longer than the delay spread of the channel is inserted at the beginning to prevent intersymbol interference (ISI). The signal is then transmitted through a Rayleigh-distributed doubly selective channel which has \( L \) independent taps with the average power of the \( l^{th} \) tap denoted by \( \sigma^2_l \). The auto-correlation of the \( l^{th} \) tap follows the classical Jakes' model [1] given by 
\[ R_l = J_0(2\pi f_D(l-n)T_s) = \sigma^2_l J_0(2\pi f_D(l-n)T_s) \]

Before we proceed, we note a property of the system model (3), which will be used in the derivation of algorithm later.

**Lemma 1:** If \( \mathbf{a} \) is in the structure of (4), we have
\[ \mathbf{D}[s] \mathbf{a} = \mathbf{B}[\mathbf{a}] s \] (7)

where the matrix operator \( \mathbf{B} \) is defined as
\[ \mathbf{B}[\mathbf{a}] = \begin{pmatrix}
\alpha(0) & 0 & \alpha_{L-1}(0) & \cdots & \alpha_1(0) \\
\alpha(1) & \alpha(0) & 0 & \alpha_{L-1}(1) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \alpha_{L-1}(N-1) & \cdots & \alpha(N-1)
\end{pmatrix} \] (8)

**Proof:** Proved from the straightforward computation. \( \blacksquare \)

**III. DIFFICULTIES IN CHANNEL ESTIMATION**

The problem we need to address is estimation of \( \mathbf{h} \) based on (3). However, notice that, both \( \mathbf{h} \) and \( \bar{b} \) are unknowns. One direct way to proceed is to treat both \( \mathbf{h} \) and \( \bar{b} \) as deterministic unknowns. From (2) and (3), the likelihood function is
\[ p(r|\mathbf{h}, \bar{b}) = \frac{1}{(\pi \sigma^2_w)^N} \exp \left\{ -\frac{1}{\sigma^2_w} \|r - \mathbf{D}[\bar{F}^H \bar{b} + \tilde{c}]\| \right\} \] (9)

Notice that \( \mathbf{h} \) contains \( NL \) unknown parameters, which is larger than the number of received data in \( r \). This makes direct maximum likelihood (ML) solution not available. Even though basis expansion models (BEMs) can be adopted to reduce the number of channel parameters, multi-dimensional search is still required to detect the data, which would result in complexity \( O(\mathcal{M}^N) \) with \( \mathcal{M} \) being the constellation size. To avoid this, another way is to consider \( \mathbf{b} \) as a nuisance parameter and employ the marginal ML method, which maximizes the marginal pdf \( p(r|\mathbf{h}, \bar{b}) = \int p(r|\mathbf{h}, \mathbf{b})p(\mathbf{b})d\mathbf{b} \). Unfortunately, the integration with respect to \( \bar{b} \) is hard to perform because \( \bar{b} \) is drawn from discrete constellation.

On the other hand, if the statistics of channel and data are known, we can develop the MMSE channel estimator by treating data as noise. With Lemma 1 and \( s = \bar{F}^H \bar{b} + \tilde{c} \), we can rewrite (3) as
\[ r = \mathbf{D}[\tilde{c}] + \mathbf{B}[\mathbf{a}] s \] (10)

Since \( \bar{b} \) is unknown, the term with \( \bar{b} \) will be treated as noise. Now we first compute the correlation matrix of \( \mathbf{h} \) and \( r \) as
\[ \mathbf{R}_{r,r} = \mathbb{E}_{\mathbf{h}, \mathbf{b}, w}\{r^{HH}\} = \mathbf{R}_h \mathbf{D}[\tilde{c}] \] (11)

Moreover, through tedious but straightforward computations, the auto-correlation matrix of \( r \) is
\[ \mathbf{R}_{r,r} = \mathbb{E}_{\mathbf{h}, \mathbf{b}, w}\{r^{HH}\} = \mathbf{R}_h \mathbf{D}[\tilde{c}] + \sigma^2_w \mathbf{I}_N \] (12)

where \( \mathbf{A}_{\mathcal{K}} = \mathbb{E}_{\mathbf{b}_{\mathcal{K}}} \mathbf{b}_{\mathcal{K}}^H \mathbf{b}_{\mathcal{K}} \) and \( \mathbf{A}_{\mathcal{K}} = \mathbb{E}_{\mathbf{b}_{\mathcal{K}}} \mathbf{b}_{\mathcal{K}}^H \mathbf{b}_{\mathcal{K}} \) are diagonal matrices. From (11) and (12), and based on MMSE criterion [6], the channel estimator is then given by
\[ \mathbf{h} = \mathbf{R}_{r,r}^{-1} \mathbf{R}_{r,s} \] (13)
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Since channel statistics is incorporated and the time-correlation among channel responses is taken into account, the number of effective channel parameters required to be estimated is largely reduced, and a closed-form channel estimator exists. However, notice that, over DSCs, one data subcarrier induces ICI on all the other subcarriers. Even if unknown data on subcarrier set \( K \) are completely nulled with \( \lambda = 1 \), other data on subcarrier set \( \overline{K} \) still introduce severe interference to the training pilots. If these interference is not mitigated, it will severely degrade the channel estimation performance. More details will be provided in Section V.

### IV. THE VARIATIONAL INTEGRATION APPROACH TO ITERATIVE CHANNEL ESTIMATION

In the following, instead of treating data as noise, data is also exploited for channel estimation. Moreover, different from the ML approaches discussed above, we jointly estimate the channel and detect the data by exploiting statistics of channel, data and noise in the Bayesian framework. Specifically, our aim is to estimate \( \mathbf{h} \) and \( \mathbf{b} \), which maximizes of the posterior pdf \( p(\mathbf{h}, \mathbf{b}|r) \). In general, direct computation of \( p(\mathbf{h}, \mathbf{b}|r) \) is complicated and not convenient for maximization. To overcome this problem, we consider the variational inference approach. It looks for a parameterized distribution, \( Q(\mathbf{h}, \mathbf{b}) \), which closely represents the posterior pdf \( p(\mathbf{h}, \mathbf{b}|r) \). Once \( Q(\mathbf{h}, \mathbf{b}) \) has been found, estimates of \( \mathbf{h}, \mathbf{b} \) are simply given by maximizing \( Q(\mathbf{h}, \mathbf{b}) \) with respect to \( \mathbf{h}, \mathbf{b} \).

To obtain \( Q(\mathbf{h}, \mathbf{b}) \) closest to \( p(\mathbf{h}, \mathbf{b}|r) \), we minimize the following free energy function defined as [8]:

\[
F = \int_{\mathbf{h}, \mathbf{b}} Q(\mathbf{h}, \mathbf{b}) \log \frac{Q(\mathbf{h}, \mathbf{b})}{p(\mathbf{h}, \mathbf{b}|r)} d\mathbf{h} d\mathbf{b}.
\]  

A simplification can be made by factorizing \( Q(\mathbf{h}, \mathbf{b}) \) into a product form (also known as mean-field approximation) [9], i.e., \( Q(\mathbf{h}, \mathbf{b}) = Q(\mathbf{h})Q(\mathbf{b}) \), which is equivalent to assuming that \( \mathbf{h} \) and \( \mathbf{b} \) are independent conditioned on \( r \). Then a simple expression of the variational free energy in (14) is given by

\[
F = \int_{\mathbf{h}, \mathbf{b}} Q(\mathbf{h}, \mathbf{b}) \log \frac{Q(\mathbf{h}, \mathbf{b})}{p(\mathbf{h}|r)p(\mathbf{b}|r)} d\mathbf{h} d\mathbf{b} = \int_{\mathbf{h}} Q(\mathbf{h}) \log Q(\mathbf{h}) d\mathbf{h} + \int_{\mathbf{b}} Q(\mathbf{b}) \log Q(\mathbf{b}) d\mathbf{b} - \int_{\mathbf{h}} Q(\mathbf{h}) \log p(\mathbf{h}) d\mathbf{h} - \int_{\mathbf{b}} Q(\mathbf{b}) \log p(\mathbf{b}) d\mathbf{b}.
\]  

For convenience in maximization [10], we assume

\[
Q(\mathbf{b}) = \delta(\tilde{\mathbf{b}}),
\]

and

\[
Q(\mathbf{h}) = \frac{1}{\pi^NL|\Phi_h|} \exp\{-|\mathbf{h} - \mathbf{m}_h|^H \Phi_h^{-1} |\mathbf{h} - \mathbf{m}_h|\}.
\]

Here \( \delta(\tilde{\mathbf{b}}) \) denotes a vector Dirac’s delta function with the properties \( \int \delta(\tilde{\mathbf{b}}) d\mathbf{b} = 1 \) and \( \int f(\tilde{\mathbf{b}}) \delta(\tilde{\mathbf{b}}) d\mathbf{b} = f(\mathbf{b}) \) for any function \( f(\cdot) \). On the other hand, \( \mathbf{m}_h \) and \( \Phi_h \) are parameters to be designed later.

With (16) and (17), the first term in (15) can be computed as

\[
\int_{\mathbf{h}} Q(\mathbf{h}) \log Q(\mathbf{b}) d\mathbf{h} = -NL \log(\pi) - \log |\Phi_h| - |\mathbf{m}_h|^H \Phi_h^{-1} |\mathbf{m}_h| + 2\Re\{\mathbf{m}_h^H \Phi_h^{-1} |\mathbf{m}_h|\} - Tr\{\Phi_h^{-1} (\mathbf{m}_h \mathbf{m}_h^H + \Phi_h)\} = -NL \log(\pi) - \log |\Phi_h| - NL.
\]

Similarly, other four terms in (15) are

\[
\int_{\mathbf{b}} Q(\tilde{\mathbf{b}}) \log p(\mathbf{b}) d\tilde{\mathbf{b}} = 0,
\]

\[
\int_{\mathbf{h}} Q(\mathbf{h}) \log p(\mathbf{h}) d\mathbf{h} = -NL \log(\pi|\mathbf{R}_h|) - Tr\{\mathbf{R}_h^{-1} (\mathbf{m}_h \mathbf{m}_h^H + \Phi_h)\},
\]

\[
\int_{\mathbf{b}} Q(\tilde{\mathbf{b}}) \log p(\tilde{\mathbf{b}}) d\tilde{\mathbf{b}} = \log p(\tilde{\mathbf{b}}),
\]

and

\[
\int_{\mathbf{h}, \mathbf{b}} Q(\mathbf{h}) Q(\mathbf{b}) \log p(\mathbf{r}|\mathbf{h}, \mathbf{b}) d\mathbf{h} d\mathbf{b} = -N \log(\pi \sigma_w^2) - \frac{1}{\sigma_w^2} (\mathbf{r}^H \mathbf{r} - 2\Re\{\mathbf{r}^H \mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|\mathbf{m}_h\}) + Tr\{\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c} |\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|(\mathbf{m}_h \mathbf{m}_h^H + \Phi_h)\}.
\]

Putting (18), (19), (20), (21) and (22) into (15), we have

\[
F(\mathbf{m}_h, \Phi_h, \tilde{\mathbf{b}}) = -\log |\Phi_h| + \log |\mathbf{R}_h| + Tr\{\mathbf{R}_h^{-1} (\mathbf{m}_h \mathbf{m}_h^H + \Phi_h)\} - \log p(\tilde{\mathbf{b}}) + \frac{1}{\sigma_w^2} (\mathbf{r}^H \mathbf{r} - 2\Re\{\mathbf{r}^H \mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|\mathbf{m}_h\}) + Tr\{\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c} |\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|(\mathbf{m}_h \mathbf{m}_h^H + \Phi_h)\}.
\]

The free energy function in (23) depends on \( \mathbf{m}_h, \Phi_h \) and \( \tilde{\mathbf{b}} \). The remaining task is to obtain \( (\mathbf{m}_h, \Phi_h, \tilde{\mathbf{b}}) \) by minimizing \( F(\mathbf{m}_h, \Phi_h, \tilde{\mathbf{b}}) \). After that, channel estimate can be acquired by maximizing \( Q(h) \) given \( \mathbf{m}_h \) and \( \Phi_h \). Notice that, since \( Q(h) \) is designed to be complex Gaussian distribution, therefore, it is maximized at \( h = \mathbf{m}_h \), which can be considered as a MAP channel estimator. Moreover, as a byproduct, \( \tilde{\mathbf{b}} \) is an estimate of data.

For minimization of the free energy given in (23) with respect to \( (\mathbf{m}_h, \Phi_h, \tilde{\mathbf{b}}) \), it is found that, given \( \tilde{\mathbf{b}} \), there exist closed-form solutions for \( \mathbf{m}_h \) and \( \Phi_h \). On the other hand, given \( \mathbf{m}_h \) and \( \Phi_h \), we can derive closed-form solution for \( \tilde{\mathbf{b}} \). Therefore, \( F(\mathbf{m}_h, \Phi_h, \tilde{\mathbf{b}}) \) is minimized iteratively, starting with an initial value.

**A. Updating \( \mathbf{m}_h \) and \( \Phi_h \) given \( \tilde{\mathbf{b}} \)**

By setting the first order derivative of the free energy with respect to \( \mathbf{m}_h \) to zero, we have the estimate of \( \mathbf{m}_h \) as

\[
\mathbf{m}_h = (\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|\mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|(\mathbf{m}_h \mathbf{m}_h^H + \Phi_h))^{-1} \times \mathbf{d}^H \tilde{\mathbf{b}} + \tilde{c}|\mathbf{r}.
\]
Similarly, by setting the first order derivative of the free energy with respect to $\Phi_h$ to zero, we have the estimate of $\Phi_h$ as:

$$\hat{\Phi}_h = \alpha^2_w (D^H [\hat{F}^H b + \hat{c}] D [\hat{F}^H b + \hat{c}] + \alpha^2_w R_h^{-1})^{-1}. \quad (25)$$

B. Updating $\hat{b}$ given $m_h$ and $\hat{\Phi}_h$

Notice that the free energy given by (23) depends on $\hat{b}$ in a non-linear way. To obtain a close-form solution for $\hat{b}$, we first transform (23) into the linear form of $\hat{b}$. Given the eigen-decomposition of $\Phi_h = \sum_{m=1}^{r_{\Phi_h}} \alpha_m u_m u_m^H$ with $r_{\Phi_h}$ being the rank of $\Phi_h$ [1], we have

$$\text{Tr} \{D^H [\hat{F}^H b + \hat{c}] D [\hat{F}^H b + \hat{c}] \hat{\Phi}_h \} = \sum_{m=1}^{r_{\Phi_h}} \alpha_m u_m^H D^H [\hat{F}^H b + \hat{c}] D [\hat{F}^H b + \hat{c}] u_m. \quad (26)$$

Putting (26) into (23), and dropping those terms irrelevant to $\hat{b}$, it follows that

$$\hat{F}(m_h, \hat{\Phi}_h, \hat{b}) = -\log p(\hat{b}) + \frac{1}{\sigma_w^2} (2\text{Tr} \{r^H D [\hat{F}^H b + \hat{c}] m_h \} + m_h^H D^H [\hat{F}^H b + \hat{c}] D [\hat{F}^H b + \hat{c}] m_h$$

$$+ \sum_{m=1}^{r_{\Phi_h}} \alpha_m u_m^H D^H [\hat{F}^H b + \hat{c}] D [\hat{F}^H b + \hat{c}] u_m)$.

By Lemma 1, (27) can be written as

$$\hat{F}(m_h, \hat{\Phi}_h, \hat{b}) = -\log p(\hat{b}) + \frac{1}{\sigma_w^2} \text{Tr}(2r^H D [\hat{F}^H b + \hat{c}] m_h + \sum_{m=1}^{r_{\Phi_h}} \alpha_m B^H [u_m] B [u_m]) \hat{b} - \hat{F}(\hat{b}, \hat{c}) \hat{b}^H (B^H [m_h] B [m_h] + \sum_{m=1}^{r_{\Phi_h}} \alpha_m B^H [u_m] B [u_m]) \hat{b}. \quad (28)$$

Again dropping the terms independent of $\hat{b}$, we have

$$\hat{F}(m_h, \hat{\Phi}_h, \hat{b}) = -\hat{b} \Lambda_\hat{b}^{-1} \hat{b}^H - \frac{1}{\sigma_w^2} (2\text{Tr} \{r^H D [\hat{F}^H b + \hat{c}] M \hat{F}^H b \} - \hat{b}^H \hat{F} M \hat{F}^H \hat{b}) \hat{b} \Lambda_\hat{b}^{-1} \hat{b}^H \hat{b}. \quad (29)$$

where we let $p(\hat{b})$ be a complex Gaussian with zero mean and covariance matrix $\Lambda_\hat{b}$, a diagonal matrix whose elements depend on the average power of $\hat{b}$ [10]. Note that instead of defining a discrete distribution over the signal constellation, we have made a Gaussian approximation, which leads to a linear detector.

By setting the first order derivative of the free energy in (29) with respect to $\hat{b}$ to zero, we have the estimate of $\hat{b}$ as

$$\hat{b} = (\hat{F} M \hat{F}^H + \sigma_w^2 \Lambda_\hat{b}^{-1})^{-1} (\hat{F} b + \hat{c}) \hat{F}^H b. \quad (30)$$

Accordingly, $\hat{b} = \text{Qant} [\hat{b}]$ is a data estimator, where Qant [\hat{b}] denotes making hard decision on $\hat{b}$. Since initialization is very essential to the performance of the proposed iterative algorithm, the MMSE channel estimator given in (13) and its corresponding theoretical MSE (whose expression can be readily obtained, e.g., according to [3]) are chosen to be $\hat{m}_0^h$ and $\hat{\Phi}_0^h$ respectively. In summary, the proposed iterative algorithm is:

Initialization:

Choose $\hat{m}_0^h = \hat{h}$ given in (13) and $\hat{\Phi}_0^h = R_h^{-1} + D^H [\hat{c}] (\Pi + \sigma_w^2 I_N)^{-1} D [\hat{c}]$.

Iteration (for $i = 1, 2, 3 \ldots$):

$$\hat{b} = \text{Qant} \left[ (\hat{F} M \hat{F}^H + \sigma_w^2 \Lambda_\hat{b}^{-1})^{-1} (\hat{F} b + \hat{c}) \right] \hat{F}^H b, \quad (31)$$

with $\alpha_m$ being the $m^{th}$ eigenvalue of $\hat{\Phi}_i^{-1}$ and $u_m$ being the corresponding eigenvector;

$$\hat{m}_i = (\hat{F} M \hat{b}^H + \hat{c}) \hat{b} + \sigma_w^2 R_h^{-1} - \hat{b} \hat{F} M \hat{b}, \quad (32)$$

$$\hat{\Phi}_i = \sigma_w^2 (\hat{F} M \hat{b}^H + \hat{c}) \hat{b} + \sigma_w^2 R_h^{-1} \quad (33)$$

Until $||\hat{m}_i - \hat{m}_{i-1}||$ is smaller than a threshold $\epsilon$. Assuming the algorithm converges at the $C^{th}$ iteration, we finally obtain $\hat{m}_C$ as the channel estimate.

V. SIMULATION RESULTS

In this section, the performances of both the MMSE channel estimator given in (13) and the proposed iterative channel estimator are demonstrated by Monte Carlo simulations, where each point is obtained by averaging over $R = 10000$ runs. Each OFDM symbol has 128 subcarriers ($N=128$) and the length of CP is 8. Carrier frequency is $f_c = 2$ GHz, the sample interval $T_s = 2\mu s$ and the speed of vehicle is $v = 219$ km/hr, which results the normalized Doppler spread $N T_s f_d = N T_s f_c v / c = 0.1$ with $c$ being the speed of light. The channel has five taps ($L = 5$) with an exponential power delay profile, namely $\sigma^2_l = \exp(-\beta l) (1 - \exp(-\beta L)) l = 0, \ldots, L-1$ with $\beta = 0.2$. Each tap is Rayleigh distributed and is assumed to experience the same $f_d$, and the time correlation of each tap follows the Jakes’ model. The pilots in frequency domain is equally spaced with $N_c = 16$, and each pilot has equal power $\alpha$. The training-to-signal power ratio in time domain is fixed to $N_c \frac{\alpha N_c}{\alpha N_c + \sum_{n=1}^{R-1} ||h||^2}$.

First, we focus on the performance of the MMSE channel estimator given in (13), which is used for initialization. In Fig. 1, comparison of the MMSE channel estimator under
different $\lambda$ is illustrated. As can be seen, the channel estimation performance improves significantly as $\lambda$ increases, since the interference from data to training reduces as $\lambda$ increases. To offer a balance between limited interference for channel estimation and data integrity, $\lambda = 0.8$ is taken as an example in the following simulations.

Next, we look at the convergence behavior of the proposed algorithm, which is shown through the NMSEs of channel estimates versus the number of iterations in Fig. 2. It can be seen that the performance of channel estimation improves significantly in the first iteration. At SNR=10dB, the NMSEs converge to stable values quickly. At SNR=30dB, the channel estimation performance continually improve until about seven iterations.

Finally, the performance of the proposed iterative algorithm versus signal-to-noise ratios (SNRs) is illustrated. Fig. 3 depicts the NMSEs of channel estimates. The channel estimation with full training is also shown for comparison. As can be seen, after convergence, the NMSEs of channel estimation almost touches that of full training at high SNRs. Simulation results also show that, after convergence, the data detection performance of the proposed iterative algorithm is very close to the ideal case with perfect channel state information. The figure is not presented here due to space limitation.

VI. CONCLUSIONS

In this paper, PDDST based channel estimation for OFDM systems over DSCs was addressed via variational inference approach. The proposed channel estimation method works with limited superimposed pilot, and iteratively estimate channel and detect the unknown data. Simulation results show that the proposed algorithm converges after a few iterations. Furthermore, after convergence, the performance of the proposed channel estimator is very close to that with full training.
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