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Abstract—In this paper, robust joint design of linear relay precoders and destination equalizers for amplify-and-forward (AF) MIMO relay systems under Gaussian channel uncertainties is investigated. After incorporating the channel uncertainties into the robust design based on the Bayesian framework, a closed-form solution is derived to minimize the mean-square-error (MSE) of the received signal at the destination. The effectiveness of the proposed robust transceiver is verified by simulations.

I. INTRODUCTION

Due to its potential to improve reliability and coverage of wireless communication systems, cooperative communications has received considerable attention. In cooperative systems, relay nodes are deployed to offer cooperative diversity and facilitate communications between the source and destination [1], [2]. Generally, there are three kinds of relay strategies, including decode-and-forward (DF), compress-and-forward (CF) and amplify-and-forward (AF). In terms of implementation complexity, AF strategy is preferable, since for this strategy relay nodes simply amplify the received signal and then forward it to the destination.

On the other hand, it is well-known that multiple antennas can bring spacial diversity and multiplexing gains to communication systems. This kind of benefit can be directly introduced into cooperative communication systems by deploying multiple antennas at the transceivers. The resulting AF multiple-input multiple-output (MIMO) relay systems have attracted considerable research interest in recent years [3]–[10].

Transceiver design for AF MIMO relay systems to minimize the mean-square-error (MSE) of the received signal at the destination has been discussed in [9], [10]. Perfect channel state information (CSI) is usually assumed for the transceiver design. Unfortunately, in practical systems, due to the time varying nature of wireless channels and limited length of training sequences, channel estimation errors are inevitable [11]. Therefore, robust designs that can improve the performance of wireless systems by taking channel uncertainties into account are of interest.

In this paper, we propose a robust linear transceiver design for AF MIMO relay systems under channel uncertainties. The channel estimation errors are modeled as Gaussian random variables and incorporated into the design using a Bayesian framework. A closed-form solution is derived to minimize the MSE of the received signal at the destination. Simulation results verify the robustness of the proposed robust design against channel uncertainties, and show that it performs better than the corresponding algorithm without taking channel estimation errors into account.

The following notation is used throughout this paper. Boldface lowercase letters denote vectors, while boldface uppercase letters denote matrices. The notations \( Z^\dagger \) and \( Z^{\mathrm{H}} \) denote the transpose and Hermitian of the matrix \( Z \), respectively, and \( \mathrm{Tr}(Z) \) is the trace of the matrix \( Z \). The symbol \( I_{M} \) denotes an \( M \times M \) identity matrix, while \( O_{M,N} \) denotes an \( M \times N \) all zero matrix. The notation \( Z^\frac{1}{2} \) is the Hermitian square root of the positive semidefinite matrix \( Z \), such that \( Z^\frac{1}{2} Z^\frac{1}{2} = Z \) and \( Z^\frac{1}{2} \) is also a Hermitian matrix. The operation vec\((Z)\) stacks the columns of the matrix \( Z \) into a single column vector.

II. SYSTEM MODEL

In this paper, a dual-hop amplify-and-forward cooperative communication system is considered. In the considered system, there is one source with \( N_S \) antennas, one relay with \( M_R \) receive antennas and \( N_R \) transmit antennas, and one destination with \( M_D \) antennas, as shown in Fig. 1. At the first hop, the source transmits data to the relay. The received signal, \( x \), at the relay is

\[
x = H_{sr}s + n_1,
\]

where \( s \) is the data vector transmitted by the source with covariance matrix \( R_s = \mathbb{E}\{ ss^\mathrm{H} \} \). The matrix \( H_{sr} \) is the MIMO channel matrix between the source and the relay. Symbol \( n_1 \) denotes zero-mean additive Gaussian noise with covariance matrix \( R_{n_1} = \sigma_n^2 I_{M_R} \). At the relay, the received signal \( x \) is multiplied by a precoder matrix \( F \), under a power constraint \( \mathrm{Tr}(FR_x F^\mathrm{H}) \leq P_r \) where \( R_x = \mathbb{E}\{ xx^\mathrm{H} \} \) and \( P_r \) is the maximum transmit power. Then the resulting signal is transmitted to the destination. The received signal \( y \) at the destination can be written as

\[
y = H_{rd} F H_{sr}s + H_{rd} F n_1 + n_2,
\]
where $H_{rd}$ is the MIMO channel matrix between the relay and the destination, and $n_2$ denotes a zero-mean additive Gaussian noise vector at the second hop with covariance matrix $R_{n_2} = \sigma^2_{n_2} I_{M_D}$. In order to guarantee that the transmitted data $s$ can be recovered at the destination, it is assumed that $M_R$, $N_R$, and $M_D$ are greater than or equal to $NS$ [9].

It is assumed that both the relay and destination have estimates of the channel state information. Thus, we can write

$$H_{sr} = \tilde{H}_{sr} + \Delta H_{sr}$$
and
$$H_{rd} = \tilde{H}_{rd} + \Delta H_{rd},$$

where the symbols $\tilde{H}_{sr}$ and $\tilde{H}_{rd}$ denote the estimated CSI matrices, while $\Delta H_{sr}$ and $\Delta H_{rd}$ denote the corresponding channel estimation error matrices whose elements are zero mean Gaussian random variables.

In general, the $M_R \times NS$ matrix $\Delta H_{sr}$ can be written as

$$\Delta H_{sr} = \Sigma^T_{sr} H_{W} \Psi^T_{sr}$$

where the elements of the $M_R \times NS$ matrix $H_{W}$ are independent and identically distributed (i.i.d.) Gaussian random variables with zero means and unit variances [12]–[14]. The $M_R \times M_R$ matrix $\Sigma_{sr}$ and $NS \times NS$ matrix $\Psi_{sr}$ are the row and column covariance matrices of $\Delta H_{sr}$, respectively [15]. It is easy to see that $\text{vec}(\Delta H^T_{sr}) \sim \mathcal{CN}(0_{M_R \times NS}, \Sigma_{sr} \otimes \Psi^T_{sr})$ based on which $\Delta H_{sr}$ is said to have a matrix-variate complex Gaussian distribution, which can be written as [16]

$$\Delta H_{sr} \sim \mathcal{CN}_{M_R \times NS} (0_{M_R \times NS}, \Sigma_{sr} \otimes \Psi^T_{sr}),$$
with the probability density function (p.d.f.) given by [17]

$$f(\Delta H_{sr}) = \frac{\exp(-\text{Tr}(\Delta H^H_{sr} \Sigma^{-1}_{sr} \Delta H_{sr} \Psi^{-1}_{sr}))}{(\pi)^{\frac{1}{2}M_R \Sigma_{sr}} \det(\Sigma_{sr})^\frac{1}{2} \det(\Psi_{sr})^\frac{1}{2}}.$$

Similarly, for the estimation error in the second hop, we have

$$\Delta H_{rd} \sim \mathcal{CN}_{M_D \times NS} (0_{M_D \times NS}, \Sigma_{rd} \otimes \Psi^T_{rd}),$$

where the $M_D \times M_D$ matrix $\Sigma_{rd}$ and $N_R \times N_R$ matrix $\Psi^T_{rd}$ are the row and column covariance matrices of $\Delta H_{rd}$, respectively. It is assumed that the channel estimation errors, $\Delta H_{sr}$ and $\Delta H_{rd}$, are independent.

**Remark 1:** In general, the expressions for $\Psi_{sr}$, $\Sigma_{sr}$, $\Psi_{rd}$ and $\Sigma_{rd}$ depend on specific channel estimation algorithms. If the channel estimation algorithm proposed in [12] is used, we have $\Psi_{sr} = R_{T, sr}$, $\Sigma_{sr} = \sigma^2_{e, sr} R_{R, sr}$, $\Psi_{rd} = R_{T, rd}$ and $\Sigma_{rd} = \sigma^2_{e, rd} R_{R, rd}$. The matrices $R_{T, sr}$ and $R_{R, sr}$ are the transmit and receive antenna correlation matrices at the source and the relay, respectively, and $\sigma^2_{e, sr}$ is the source-relay channel estimation error variance. Similarly, $R_{T, rd}$, $R_{R, rd}$ and $\sigma^2_{e, rd}$ are defined for the channel between the relay and the destination. On the other hand, when the channels are estimated based on the algorithm proposed in [13], we have $\Psi_{sr} = R_{T, sr}$, $\Sigma_{sr} = \sigma^2_{e, sr} (IM_R + \sigma^2_{e, sr} R_{R, sr}^{-1})^{-1}$, $\Psi_{rd} = R_{T, rd}$ and $\Sigma_{rd} = \sigma^2_{e, rd} (IM_D + \sigma^2_{e, rd} R_{R, rd}^{-1})^{-1}$. In the following, the proposed algorithm is developed without assuming any specific form of $\Psi_{sr}$, $\Sigma_{sr}$, $\Psi_{rd}$ and $\Sigma_{rd}$.

### III. Problem Formulation

At the destination, a linear equalizer $G$ is adopted to detect the transmitted data $s$. The problem is how to design the linear precoder matrix $F$ at the relay and the linear equalizer $G$ at the destination to minimize the MSE of the received data at the destination:

$$\text{MSE}(F, G) = \mathbb{E}\{\text{Tr}((Gy - s)(Gy - s)^H)\},$$

where the expectation is taken with respect to $s$, $\Delta H_{sr}$, $\Delta H_{rd}$, $n_1$ and $n_2$. Since $s$, $n_1$ and $n_2$ are independent, the MSE expression (7) can be written as

$$\text{MSE}(F, G) = \mathbb{E}(\text{Tr}((GH_{rd}FH_{sr} - I_{NS})s + GH_{rd}F_{n_1} + G_{n_2})^2)$$

$$= \mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s)$$
and
$$+ \Delta H_{rd} \{\text{Tr}((GH_{rd}F_{n_1}R_{n_1} (GH_{rd}F_{n_1})^H) + \text{Tr}(GR_{n_2}G^H)$$
and
$$= \mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s)$$

$$R_s) + \Delta H_{rd} \{\text{Tr}(GGR_{n_2}G^H).$$

Because $\Delta H_{sr}$ and $\Delta H_{rd}$ are independent, the first term of MSE is

$$\mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s (GH_{rd}FH_{sr} - I_{NS})^H)$$

$$= \text{Tr}(GGR_{n_2}G^H).$$

For the inner expectation, due to the fact that the distribution of $\Delta H_{sr}$ is a matrix-valued complex Gaussian with zero mean, the following equation holds [16]:

$$\mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s (GH_{rd}FH_{sr} - I_{NS})^H)$$

$$= \text{Tr}(GGR_{n_2}G^H).$$

Applying (10) and the corresponding result for $\Delta H_{rd}$ to (9), the first term of MSE becomes

$$\mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s (GH_{rd}FH_{sr} - I_{NS})^H)$$

$$G^H).$$

Similarly, the second term of MSE in (8) can be simplified as

$$\mathbb{E}(\Delta H_{sr}, \Delta H_{rd}) \{\text{Tr}((GH_{rd}FH_{sr} - I_{NS})R_s + \tilde{H}_{rd}F_{n_1}F^H_{n_1}G^H).$$

Based on (11) and (12), the MSE (8) equals

$$\text{MSE}(F, G) = \text{Tr}(G(\tilde{H}_{rd}F_{n_1}F^H_{n_1}G^H + K)G^H)$$

$$- \text{Tr}(GR_{n_2}G^H)$$

$$- \text{Tr}(GGR_{n_2}G^H),$$

where $K$ is a positive definite matrix.
where
\[ R_x = \Pi_0 + R_{n_x} \]
and
\[ K = \text{Tr}(FR_xF^H\Psi_{rd})\Sigma_{rd} + R_{n_2}. \]  
(14)

Notice that the matrix \( R_x \) is the autocorrelation matrix of the received signal at the relay.

Subject to the transmit power constraint at the relay, the joint design of the equalizer at the destination and the precoder at the relay can be formulated as the following optimization problem:
\[
\min_{F,G} \text{MSE}(F,G) \quad \text{subject to} \quad \text{Tr}(FR_xF^H) \leq P_r. \]  
(15)

IV. THE PROPOSED CLOSED-FORM SOLUTION

It is difficult to find the optimal solution for the optimization problem (15), because MSE\((F,G)\) is a very complicated function of \(F\) and \(G\). However, from the definition of \(K = \text{Tr}(FR_xF^H\Psi_{rd})\Sigma_{rd} + R_{n_2}\), we have
\[
K \leq K_U = \left( \frac{1}{\sigma_{n_2}^2} + \frac{1}{\sigma_{n_2}^2} + \text{Tr}(FR_xF^H\Psi_{rd})\lambda_{\text{max}}(\Sigma_{rd}) \right) I_{M_D},
\]  
(16)

where \(\lambda_{\text{max}}(Z)\) denotes the largest eigenvalue of \(Z\). It follows that
\[
GKG^H \preceq GK_U G^H, \]  
(17)

which implies
\[
\text{Tr}(GKG^H) \leq \text{Tr}(GK_U G^H). \]  
(18)

Replacing \(K\) by \(K_U\), the corresponding MSE is
\[
\text{MSE}_U(F,G) = \text{Tr} \left( G(\bar{H}_{rd}FR_xF^H) \bar{H}_{rd} G^H \right) + \text{Tr}(R_x) - \text{Tr} \left( R_x \bar{H}_{rd}^H G \bar{H}_{rd} F^H \right) - \text{Tr} \left( G \bar{H}_{rd} \bar{F} \bar{H}_{rd} R_x \right). \]  
(19)

It is obvious that \(\text{MSE}_U\) is an upper-bound on MSE, i.e., \(\text{MSE}(F,G) \leq \text{MSE}_U(F,G)\). Thus the optimization problem (15) can be relaxed to
\[
\min_{F,G} \text{MSE}_U(F,G) \quad \text{subject to} \quad \text{Tr}(FR_xF^H) \leq P_r. \]  
(20)

Notice that when \(\Sigma_{rd} \propto I_{M_D}\), \(\text{MSE}(F,G) = \text{MSE}_U(F,G)\), no relaxation is needed and the problem (20) is exactly equivalent to (15).

The corresponding Karush-Kuhn-Tucker (KKT) conditions for the optimization problem (20) are given as follows [18]:
\[
G(\bar{H}_{rd}FR_xF^H) \bar{H}_{rd} + K_U = R_x \bar{H}_{rd} \bar{F} \bar{H}_{rd}^H, \]  
(21a)
\[
\bar{H}_{rd}^H G \bar{H}_{rd} F R_x + (\lambda_{\text{max}}(\Sigma_{rd}) \text{Tr}(GG^H) \Psi_{rd} + \gamma) F R_x \]  
(21b)
\[
= (\bar{H}_{rd} R_x G \bar{H}_{rd}^H)^H = 0_{N_R, M_T}, \quad \text{and} \quad \gamma \geq 0, \]  
(21c)

where \(\gamma\) is the Lagrange multiplier.

**Lemma 1**: Based on the KKT conditions (21a)-(21c), the Lagrange multiplier satisfies
\[
\gamma = \frac{\sigma_{n_2}^2 \text{Tr}(GG^H)}{P_r}, \]  
(22)

A proof is given in Appendix A.

Based on Lemma 1, the second KKT condition (21b) can be simplified as
\[
\bar{H}_{rd}^H G \bar{H}_{rd} F R_x + (P_r \Psi_{rd} \lambda_{\text{max}}(\Sigma_{rd}) + \sigma_{n_2}^2 I) \]  
\times \bar{H}_{rd}^H G \bar{H}_{rd} F R_x \frac{\gamma}{\sigma_{n_2}^2} - (\bar{H}_{sr} R_s G \bar{H}_{rd})^H = 0. \]  
(23)

Furthermore, we have the following lemma about the optimal precoder \(F\) and equalizer \(G\).

**Lemma 2**: Based on the KKT conditions, the optimal precoder \(F\) and equalizer \(G\) for the optimization problem (20) are
\[
F_{\text{opt}} = M^{-\frac{1}{2}} U_{\Theta,N} \Lambda F_{\text{opt}}^H U_{\Theta,N}^H R_x^{-\frac{1}{2}}, \quad \text{and} \quad G_{\text{opt}} = V_{T,N} \Lambda G_{\text{opt}}^H U_{\Theta,N}^H M^{-\frac{1}{2}} \bar{H}_{rd}^H, \]  
(24)

where \(U_{T,N}, V_{T,N}\) and \(U_{\Theta,N}\) are the first \(N\) columns of \(U_T, V_T\) and \(U_{\Theta}\), respectively. The matrices \(\Lambda_T\) and \(\Lambda_{\Theta}\) are the principal sub-matrices of \(\Lambda_T\) and \(\Lambda_{\Theta}\) with dimension \(N\), respectively. The matrices \(U_T, V_T, A_T, U_{\Theta}\) and \(\Lambda_{\Theta}\), and the number \(N\) are defined based on singular value decomposition as follows:
\[
M^{-\frac{1}{2}} \bar{H}_{rd}^H \bar{H}_{rd} M^{-\frac{1}{2}} = U_{\Theta} \Lambda_{\Theta} U_{\Theta}^H, \]  
(28)
\[
R_x^{-\frac{1}{2}} \bar{H}_{sr} R_x = U_T A_T V_T^H, \]  
(29)
\[
N = \min \left( \text{rank}(\Lambda_T), \text{rank}(\Lambda_{\Theta}) \right). \]  
(30)

Without loss of generality, diagonal elements of the diagonal matrices \(A_T\) and \(\Lambda_{\Theta}\) are arranged in decreasing order.

A proof is given in Appendix B.

Based on Lemma 2, the remaining problem for finding the optimal \(F\) and \(G\) is to solve for the Lagrange multiplier \(\gamma\) and the parameter \(\eta\). From (21c) and (22), and together with the fact that \(G_{\text{opt}} \neq 0\), the optimal precoder and equalizer must satisfy the following two equations:
\[
\text{Tr}(F_{\text{opt}} R_x F_{\text{opt}}^H) = P_r, \]  
(31)
\[
\text{Tr}(G_{\text{opt}} G_{\text{opt}}^H) = \gamma \frac{P_r}{\sigma_{n_2}^2}. \]  
(32)

Substituting (24), (25), (26) and (27) into (31) and (32), \(\eta\) and \(\gamma\) can be found as
\[
\eta = \frac{b_3 P_r}{b_1 b_3 - b_2 b_1}, \]  
(33)
\[
\gamma = \frac{b_3 \sigma_{n_2}^2 (P_r b_1 + b_1 b_2 - b_2 b_3)}{\left( P_r + b_2^2 P_r \right)}. \]  
(34)
where $b_1$, $b_2$, $b_3$ and $b_4$ are defined as

$$
\begin{align*}
    b_1 & \equiv \text{Tr}(U_{\Theta, L}^H L^{-1} U_{\Theta, L}^H \tilde{\Lambda}_{\Theta}^{-\frac{1}{2}}), \\
    b_2 & \equiv \text{Tr}(U_{\Theta, L}^H L^{-1} U_{\Theta, L}^H \tilde{\Lambda}_{\Theta}^{-1}), \\
    b_3 & \equiv \text{Tr}(\tilde{\Lambda}_{T}^{T} \tilde{\Lambda}_{\Theta}^{-\frac{1}{2}}), \\
    b_4 & \equiv \text{Tr}(\tilde{\Lambda}_{\Theta}^{-1}).
\end{align*}
$$

In (35), $\tilde{\Lambda}_{\Theta}$ and $\tilde{\Lambda}_{T}$ are the principal sub-matrices of $\tilde{\Lambda}_{\Theta}$ and $\tilde{\Lambda}_{T}$ with dimensions $L$, respectively, and $L$ is the number of nonzero entries of $\tilde{\Lambda}_{F, opt}$, which can be computed easily by the algorithm proposed in [13]. Notice that when CSI is perfectly known, $\eta = \sigma_z^2$ and the proposed closed-form solution given by (24) and (25) is exactly the solution in [10].

V. SIMULATION RESULTS AND DISCUSSION

In this section, we investigate the performance of the proposed algorithm and for the purpose of comparison, the algorithm based on the estimated channel only (without taking the channel errors into account) [10] is also simulated. In the following, we consider an AF MIMO relay system in which the source, relay and destination are equipped with same number of antennas, i.e., $N_S = M_R = N_D = M_D = 4$. The widely used exponential model is chosen for both transmit and receive antenna correlation matrices [12]–[14]. More specifically, the channel correlation matrices are chosen as

$$
\begin{align*}
    R_{T, sr} & = R_{T, rd} = \begin{bmatrix} 1 & \alpha & \alpha^2 & \alpha^3 \\
    \alpha & 1 & \alpha & \alpha^2 \\
    \alpha^2 & \alpha & 1 & \alpha \\
    \alpha^3 & \alpha^2 & \alpha & 1 \end{bmatrix}, \\
    \text{and } R_{R, sr} & = R_{R, rd} = \begin{bmatrix} 1 & \beta & \beta^2 & \beta^3 \\
    \beta & 1 & \beta & \beta^2 \\
    \beta^2 & \beta & 1 & \beta \\
    \beta^3 & \beta^2 & \beta & 1 \end{bmatrix},
\end{align*}
$$

where $\alpha$ and $\beta$ are the correlation coefficients.

Here, the channel estimation algorithm in [13] is adopted, and the correlation matrices of channel estimation errors are in the form:

$$
\begin{align*}
    \Psi_{sr} & = R_{T, sr}, \\
    \Sigma_{sr} & = \sigma_z^2 (I_{M_R} + \sigma_z^2 R_{R, sr}^{-1})^{-1}, \\
    \Psi_{rd} & = R_{T, rd} \\
    \text{and } \Sigma_{rd} & = \sigma_z^2 (I_{M_D} + \sigma_z^2 R_{R, rd}^{-1})^{-1},
\end{align*}
$$

where $\sigma_z^2$ is the variance of the channel estimation errors.

The signal-to-noise ratio for the source-relay link (SNR$_{sr}$) is defined as $E_s/N_1 = \text{Tr}(R_s)/\text{Tr}(R_{sr})$, and is fixed at 30dB. At the source, four independent data streams are transmitted by four antennas at the same power. For each data stream, $N_{data} = 10000$ independent quadrature phase-shift keying(QPSK) symbols are transmitted and Tr$(R_s)$ is normalized to 1. Similarly, the SNR for the relay-destination link (SNR$_{rd}$) is defined as $E_r/N_2 = P_r/\text{Tr}(R_{rd})$. Each point in the following figure is an average of 10,000 independent trials.

Fig. 2 shows the bit-error-rate (BER) performance of the proposed algorithm and the algorithm based on estimated channels only with different values of $\sigma_z^2$, when $\alpha = 0.6$ and $\beta = 0.4$. It can be seen that as the channel errors decrease, the performance of both algorithms improves. Moreover, since the proposed algorithm has taken the channel estimation errors into account, its performance is always better than that of the algorithm based on estimated channels only, when $\sigma_z^2 \neq 0$.

VI. CONCLUSIONS

In this paper, a robust linear transceiver has been designed for dual-hop AF MIMO relay systems under channel uncertainties based on a minimum mean-square error criterion. The channel estimation errors are modeled to be Gaussian random variables and incorporated into the robust transceiver design based on a Bayesian framework. A closed-form solution has been derived and when $\Sigma_{rd} \propto I_{M_D}$, the proposed closed-form solution is exactly the optimal solution. It has been demonstrated by computer simulations that our proposed algorithm performs better than an algorithm based on estimated channels only.

APPENDIX A

PROOF OF LEMMA 1

Right-multiplying both sides of (21a) by $G^H$, the following equality holds:

$$
G(\bar{H}_{rd} FR_x F^H H_{rd} + K_L) G^H = R_s (\bar{H}_{rd} F \bar{H}_{sr}^H) G^H.
$$

Left-multiplying (21b) by $F^H$, we have

$$
F^H \bar{H}_{rd}^H G^H \bar{H}_{rd} F R_x + F^H \lambda_{\text{max}}(\Sigma_{rd}) \text{Tr}(G G^H)
$$

$$
\Psi_{rd} F R_x + \gamma F^H F R_x = F^H (\bar{H}_{sr}, R_s, G H_{rd})^H.
$$
After taking the traces of both sides of (38) and (39) and using the fact that the traces of their righthand sides are equivalent, i.e.,
\[ \text{Tr}(R_s \tilde{H}_{rd} F \tilde{H}_{sr}) = \text{Tr}(F H \tilde{H}_{sr} R_s G \tilde{H}_{rd}), \]
we have
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G).
\]
Since the following equation always holds:
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G), \]
we can reformulate it as
\[ \text{Tr}(R_s \tilde{H}_{rd} F \tilde{H}_{sr})^H G^H = \text{Tr}(F H \tilde{H}_{sr} R_s G \tilde{H}_{rd}^H), \]
and hence
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G).
\]
Combining the above two results, we obtain
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G).
\]
Since the following equation always holds:
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G), \]
we can reformulate it as
\[ \text{Tr}(R_s \tilde{H}_{rd} F \tilde{H}_{sr})^H G^H = \text{Tr}(F H \tilde{H}_{sr} R_s G \tilde{H}_{rd}^H), \]
we have
\[ \text{Tr}(G(\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G) + K_U)^H) = \text{Tr}(F H \tilde{H}_{rd} G \tilde{H}_{rd} G G) + \gamma \text{Tr}(F H \tilde{H}_{rd} G G).
\]
On the other hand, based on the definition of \( K_U \) in (16) we have
\[ \text{Tr}(G K_U G^H) = \lambda_{\text{max}}(\Sigma_{rd}) \text{Tr}(G G^H) \text{Tr}(F H \tilde{H}_{rd} G G) + \sigma_{n_2}^2 \text{Tr}(G G^H), \]
Comparing (42) with (43), it can be concluded that
\[ \sigma_{n_2}^2 \text{Tr}(G G^H) = \gamma \text{Tr}(F H \tilde{H}_{rd} G G).
\]
Furthermore, based on (21c)
\[ \sigma_{n_2}^2 \text{Tr}(G G^H) - \gamma P_r = \gamma \text{Tr}(F H \tilde{H}_{rd} G G) - P_r = 0, \]
based on which the following equality holds:
\[ \gamma = \frac{\sigma_{n_2}^2 \text{Tr}(G G^H)}{P_r}. \]

**APPENDIX B**

**PROOF OF LEMMA 2**

Given an arbitrary \( N_R \times M_R \) matrix \( F \), based on the second KKT condition, it can be reformulated as
\[ F = M^{-\frac{1}{2}} U_{\Theta, N} \Lambda_F U_{T,N}^H R_s^{-\frac{1}{2}}. \]
Substituting (47) into (21a), the equalizer \( G \) can be derived as
\[ G = R_s (\tilde{H}_{rd} F \tilde{H}_{sr})^H (\tilde{H}_{rd} F \tilde{H}_{ld} F H \tilde{H}_{rd} G G + \eta I_{M_D})^{-1} \]
\[ = (R_s^{-\frac{1}{2}} \tilde{H}_{sr} R_s)^H (R_s^{-\frac{1}{2}} F H \tilde{H}_{rd} F H \tilde{H}_{rd} G G + \eta I_{M_D})^{-1} \times R_s^{-\frac{1}{2}} F H \tilde{H}_{rd}^H \]
\[ = V_{T,N} \Lambda_T (\Lambda_{T}^H \tilde{\Theta}_G \Lambda_F + \eta I_N)^{-1} \Lambda_{T}^H U_{\Theta, N}^H M^{-\frac{1}{2}} \tilde{H}_{rd}, \]
where the second equality comes from the matrix inversion lemma.

Substituting (47) and (48) into (38) and (39), after a tedious derivation, we have
\[ \Lambda_G \tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_G^H + \eta \Lambda_G \tilde{\Theta}_G \Lambda_G^H = (\Lambda_T \tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_T)^H \]
and
\[ \Lambda_T^H \tilde{\Theta}_G \Lambda_G \tilde{\Theta}_G \Lambda_G + \gamma \frac{\lambda_{n_2}^2}{\sigma_{n_2}^2} \Lambda_T^H \tilde{\Theta}_G \Lambda_T = (\tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_T)^H \]
Because the left hand side of (49) is a Hermitian matrix, the matrix \( \Lambda_T \tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_T \) on the right hand side must also be a Hermitian matrix. Similarly, \( \Lambda_T \tilde{\Theta}_G \Lambda_G \Lambda_F \) is also a Hermitian matrix. Together with the fact that the matrix \( \tilde{\Theta}_F \) is real diagonal, \( \Lambda_T \tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_T \) must also be diagonal [19]. Applying these results into (50), it follows that \( \Lambda_T^H \tilde{\Theta}_G \Lambda_T \) is also diagonal.

On the other hand, from the definition of \( \Lambda_G \) in (48), we have
\[ \Lambda_T \tilde{\Theta}_G \Lambda_F = \tilde{\Theta}_T (\Lambda_T^H \tilde{\Theta}_G \Lambda_T + \eta I)^{-1} \Lambda_T^H \tilde{\Theta}_G \Lambda_T \]
As \( \tilde{\Theta}_T \) and \( \Lambda_T \tilde{\Theta}_G \Lambda_F \tilde{\Theta}_G \Lambda_T \) are diagonal, we can conclude that \( \Lambda_T^H \tilde{\Theta}_G \Lambda_T \) must be diagonal. Then, similarly to [19], from the diagonality of \( \Lambda_T^H \tilde{\Theta}_G \Lambda_T \) and \( \Lambda_T \tilde{\Theta}_G \Lambda_T \), it can be concluded that
\[ \Lambda_F = P \tilde{\Theta}_F, \]
where \( \tilde{\Theta}_F \) is a diagonal matrix and \( P \) is a permutation matrix [20]. Substituting (52) into the definition of \( \Lambda_G \) in (48), it can be derived that
\[ \Lambda_G = \tilde{\Theta}_G P^H, \]
where \( \tilde{\Theta}_G \) is also a diagonal matrix.

Putting (52) and (53) into (49) and (50), we can solve \( \tilde{\Theta}_F \) and \( \tilde{\Theta}_G \) as
\[ \Lambda_T = \left( \left( \frac{\eta \sigma_{n_2}^2}{\sqrt{\gamma}} \tilde{\Theta}_T (P \tilde{\Theta}_G P) - \frac{1}{\gamma} \eta (P \tilde{\Theta}_G P)^{-1} \right)^{+ \frac{1}{2}} \right) \times (P \tilde{\Theta}_G P)^{-\frac{1}{2}} \]
and
\[ \Lambda_G = \left( \left( \frac{\eta}{\sqrt{\gamma}} \tilde{\Theta}_T (P \tilde{\Theta}_G P) - \frac{1}{\gamma} \eta (P \tilde{\Theta}_G P)^{-1} \right)^{+ \frac{1}{2}} \right) \times (P \tilde{\Theta}_G P)^{-\frac{1}{2}} \]
Notice that as \( P \) is a permutation matrix, \( P \tilde{\Theta}_G P \) is also a diagonal matrix with a different ordering of the diagonal elements of \( \tilde{\Theta}_G \) [20], and \( \text{Tr}(P \tilde{\Theta}_G P) = \text{Tr}(\tilde{\Theta}_G) \).
In order to identify \( P \) for the optimal precoder and equalizer, it is assumed that all the eigenchannels in (54) and (55) are allocated nonzero power. Substituting (47), (48), and (52)-(55) into (19), together with (46) after a tedious derivation, we have
\[ \text{MSE}_{U} = \left( \frac{\text{Tr}(\tilde{\Theta}_T (P \tilde{\Theta}_G P)^{+ \frac{1}{2}})^2}{\text{Tr}(\tilde{\Theta}_G) + P_r} + c, \right) \]
where \( c \) is a constant (i.e., independent of \( \mathbf{P} \)). Since \( \tilde{\Lambda}_\Theta \) and \( \tilde{\Lambda}_T \) are diagonal matrices with diagonal elements in decreasing order, and \( \mathbf{D}^{1/2} \tilde{\Lambda}_G \mathbf{P} \) is also a diagonal matrix, the following inequality holds [6]:

\[
\text{MSE}_U \geq \frac{\text{Tr} \left( \tilde{\Lambda}_T \tilde{\Lambda}_\Theta^{-\frac{1}{2}} \right)^2}{\text{Tr} \left( \tilde{\Lambda}_\Theta^{-1} \right) + \mathbf{P}_r} + c, \tag{57}
\]

where the equality holds when \( \mathbf{P} = \mathbf{I}_N \). It follows from (52)-(55) that for the minimal MSE, \( \mathbf{P}_r = \mathbf{I}_N \) and the optimal \( \Lambda_F \) and \( \Lambda_G \) are

\[
\Lambda_{F,\text{opt}} = \left[ \left( \sqrt{\frac{\sigma^2}{\gamma} \tilde{\Lambda}_\Theta^{-\frac{1}{2}} \tilde{\Lambda}_T - \frac{\eta}{\sigma^2} \tilde{\Lambda}_\Theta^{-1}} \right)^{-\frac{1}{2}} \right]^2 \tag{58}
\]

and

\[
\Lambda_{G,\text{opt}} = \left[ \left( \sqrt{\frac{\gamma}{\eta \sigma^2} \tilde{\Lambda}_\Theta^{-\frac{1}{2}} \tilde{\Lambda}_T - \frac{1}{\sigma^2} \tilde{\Lambda}_\Theta^{-1}} \right)^{-\frac{1}{2}} \right]^2. \tag{59}
\]

Furthermore, the optimal precoder \( \mathbf{F}_{\text{opt}} \) and equalizer \( \mathbf{G}_{\text{opt}} \) are

\[
\mathbf{F}_{\text{opt}} = \mathbf{M}^{-\frac{1}{2}} \mathbf{U}_{T,N} \mathbf{A}_{F,\text{opt}} \mathbf{U}_{T,N}^H \mathbf{R}_x^{-\frac{1}{2}} \tag{60}
\]

and

\[
\mathbf{G}_{\text{opt}} = \mathbf{V}_{T,N} \mathbf{A}_{G,\text{opt}} \mathbf{U}_{T,N}^H \mathbf{M}^{-\frac{1}{2}} \tilde{\mathbf{H}}_{rd}^H. \tag{61}
\]
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