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Transient dynamics of molecular devices under a steplike pulse bias
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We report first-principles investigation of time-dependent current of molecular devices under a steplike pulse. Our results show that although the switch-on time of the molecular device is comparable to the transit time, much longer time is needed to reach the steady state. In reaching the steady state the current is dominated by resonant states below Fermi level. The contribution of each resonant state to the current shows the damped oscillatory behavior with frequency approximately equal to half of the bias of steplike pulse and decay rate determined by the lifetime of the corresponding resonant state. We found that all the resonant states below Fermi level have to be included for accurate results. This indicates that going beyond wideband limit is essential for a quantitative analysis of transient dynamics of molecular devices.
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Anticipating a variety of technological applications, molecular scale conductors and devices are the subject of increasingly more research in recently years. One of the most important issues of molecular electronics concerns the dynamic response of molecular devices to external parameters. For ac quantum transport in such small devices, atomic details and nonequilibrium physics must be taken into account. In principle, one should use the theory of nonequilibrium Green’s function (NEGF) (Ref. 10) coupled with the time-dependent density-functional theory (TDDFT) (Ref. 11) to study the time-dependent transport of molecular devices. Practically, it is very difficult to implement it at present stage due to the huge computational cost. One possible way to overcome this problem is to use the adiabatic approximation, an approach widely used in mesoscopic physics. In this approach, one starts from a steady-state Hamiltonian and adds the time-dependent electric field adiabatically. This is a reasonable approximation since most of the time the applied electric field is much smaller than the electrostatic field inside the scattering region. In addition, it has been shown numerically that dc transport properties such as I-V curve obtained from the equation of motion method coupled with TDDFT agrees with that obtained by the method of NEGF coupled with the DFT. Hence, under the adiabatic approximation, one could replace TDDFT by DFT and use the NEGF+DFT scheme to calculate ac transport properties of molecular devices.

We consider a system that consists of a scattering region coupled to two leads with the external time-dependent pulse bias potential $v_\alpha(t)$. The time-dependent current for a steplike pulse has been derived exactly going beyond the wideband limit by Maciejko et al. Since the general expression for the current involves triple integrations, it is extremely difficult if not impossible to calculate the time-dependent current for real systems such as molecular devices. In this regard, approximation has to be made in order to carry out time-dependent simulations of molecular devices. We note that the simplest approximation is the so-called wide-band approximation where self-energies $\Sigma^{<,\alpha}$ are assumed to be constants independent of energy. However, there are two problems when applying this approximation to investigate the dynamics of molecular devices. First of all, one assumes implicitly that the contribution to the transient current is dominated by only one resonant level with a constant line-width function $\Gamma$ in the system in such an approximation. As we shall show below that this is not a good assumption in first-principles investigation of the dynamics of molecular devices because there could be several resonant levels that significantly contribute to the transient current in molecular devices. Second, the wide-band limit cannot reproduce the correct dc I-V curve obtained from first principles. For instance, the current driven by an upward pulse approaches to a steady-state current $I$ at $t \to \infty$. By assuming the wide-band limit one can get a very different current that depends on the choice of $\Gamma$. In this Rapid Communication, we propose an approximate formula of transient current that is suitable for numerical calculation for real molecular devices. Our scheme is an approximation of the exact solution of Maciejko et al. while keeping essential physics of dynamic systems. Using this scheme, we have calculated the transient current for several molecular devices. We found that all the resonant states below Fermi level contribute to the transient current. Each resonant state gives a damped oscillatory behavior with frequency approximately equal to half of the bias of pulse and decay rate equal to its life time. Because of sharp resonances, it takes much longer time for the current to relax to the equilibrium value. For instance, for a CNT-DTB-CNT structure with transit time $L/\nu_F=1$ fs, the relaxation time can reach several ps due to the resonant state with long lifetime. Our results indicated that going beyond wide-band limit is crucial for accurate predictions of dynamic response of molecular devices.

From Refs. 5 and 14, the current is expressed as ($\hbar=1$),

$$J_\alpha(t) = 2 \text{Re} \int \frac{d\epsilon}{2\pi} \text{Tr}[\mathcal{J}_\alpha(\epsilon)]$$

where

$$\mathcal{J}_\alpha(\epsilon) = A_\alpha(t,\epsilon)\Sigma^{<,\alpha}(\epsilon) + \sum_\beta A^\dagger_\beta(t,\epsilon)\Sigma^{>\beta}(\epsilon)F_{\beta\alpha}(t,\epsilon)$$

where $\Sigma^{<,\alpha}$ and $\Sigma^{>\alpha}$ are equilibrium self-energies and $A_\alpha(t,\epsilon)$ and $F_{\beta\alpha}(t,\epsilon)$ have different definitions for upward.
and downward pulses (see Ref. 5 for details). In the absence of ac bias, $A_{\alpha}(t, e)$ is just the Fourier transform of retarded Green’s function. As discussed in Ref. 10 that the first term in Eq. (2) corresponds to the current flowing into the central scattering region from lead $\alpha$ while the second term corresponds to the current flowing out from the central region into lead $\alpha$. From Eq. (1) we see that in order to calculate the transient current for a pulse bias we need to include the states with energy from $-\infty$ to the Fermi energy. This is very different from dc case where only the states with energy in the range $\nu_L-\nu_R$ about Fermi level contribute. Physically, this can be understood as follows. For ac transport with a sinusoidal bias $\cos(\omega t)$, the photon assisted tunneling is significant only for the first a few sidebands. The steplike pulse can be expanded in terms of sinusoidal bias with continuous distribution of frequencies and each sinusoidal bias generates a photon sideband that facilitates the photon assisted tunneling. Hence we expect that all the resonant states below Fermi level should be included and carefully examined in the calculation of transient current. Note that Eqs. (1) and (2) are exact expressions with $A_{\alpha}(t, e)$ and $F_{\alpha\beta}(t, e)$ given in Ref. 5. Our approximation is made on $A_{\alpha}(t, e)$ and $F_{\alpha\beta}(t, e)$. For the upward pulse, $A_{\alpha}(t, e)$ and $F_{\alpha\beta}(t, e)$ are given by the following ansatz:

$$A^n_\alpha(t, e) = A^n_{1\alpha}(t, e) + A^n_{2\alpha}(t, e)$$

with

$$A^n_{1\alpha}(t, e) = \int \frac{dE}{2\pi i} \frac{e^{i(E+\nu_a)\alpha(t)}}{E - \epsilon - i0^+} \tilde{G}_0(E,e)$$

$$A^n_{2\alpha}(t, e) = \int \frac{dE}{2\pi i} \frac{1 - e^{i(E-\nu_a)\alpha(t)}}{E - \epsilon - q\nu_a - i0^+} \tilde{G}_0(E,e)$$

and

$$[F^n_{\alpha\beta}(t, e)] = \Sigma^n_{\beta}(e) A^n_{1\alpha} + \Sigma^n_{\beta}(e - q\nu_a + q\nu_b) A^n_{2\alpha}$$

where

$$\tilde{G}_0(E,e) = 1/[E - H - U_{eq} - \Sigma^n_{\beta}(e)]$$

and

$$\tilde{G}_0(E,e) = 1/[E - H - U - \Sigma^n_{\beta}(e + q\nu_a - q\nu_b)]$$

with $q = -e$; $U_{eq}$ and $U$ are, respectively, the equilibrium Coulomb potential and dc Coulomb potential at bias $\nu_L-\nu_R$. As will be illustrated in the examples given below this ansatz can be easily implemented to calculate the transient current for real molecular devices. Importantly, the results obtained from the ansatz captured essential physics of molecular devices. We wish to emphasize that our ansatz goes beyond the wide-band limit. It agrees with the expression of time-dependent current obtained by Wingreen et al. in the wide-band limit and produces correct dc current at $t=0$ and $t \to \infty$. We have applied our method to the exact solvable model discussed in Ref. 5. Our result is in good agreement with that in Ref. 5.

Note that $\tilde{G}^r_\alpha(E, e)$ and $\tilde{G}^a_\alpha(E, e)$ are different from the usual definition of Green’s functions, they allow us to perform contour integration over energy $E$ in Eqs. (4) and (5) by closing a contour with an infinite radius semicircle at lower half plane. For a constant $e$, we have the following eigenvalues:

$$\langle H + U_{eq} + \Sigma^n(\epsilon)|\psi^n_0\rangle = e^n_\alpha|\psi^n_0\rangle$$

$$\langle H + U_{eq} + \Sigma^n(\epsilon)|\psi^n_0\rangle = e^n_\alpha|\psi^n_0\rangle$$

Expanding $\tilde{G}^r_\alpha(E, e)$ in terms of its eigenfunctions $|\psi^n_0\rangle$ and $|\psi^n_0\rangle$, we have

$$\tilde{G}^r_\alpha(E, e) = \sum_n |\psi^n_0\rangle\langle\phi^n_0|/(E - e^n_\alpha + i0^+).$$

With similar expression for $\tilde{G}^a_\alpha(E, e)$, Eq. (4) can be written as

$$A^n_{1\alpha} = \sum_n \frac{e^{i(\epsilon - e^n_\alpha)(\nu_a + \nu_b)t}}{\epsilon - e^n_\alpha + i0^+} |\psi^n_0\rangle\langle\phi^n_0|$$

$$A^n_{2\alpha} = \sum_n \frac{1 - e^{i(\epsilon - e^n_\alpha)(\nu_a + \nu_b)t}}{\epsilon - e^n_\alpha + i0^+} |\psi^n_0\rangle\langle\phi^n_0|.$$
Fig. 2. (Color online) Transient current of CNT-DTB-CNT structure at different bias $v_L=0.001, 0.003, 0.01, 0.02$ a.u. The solid line shows the transient current and the dashed line is the dc current $I_{dc}$ at bias $v_L=v_R=2v_L$. Inset of Fig. 2(e): schematic plot of the CNT-di-thiol benzene-CNT structure.

From the transmission threshold to Fermi energy. We have scanned 100 000 energy points in order to resolve sharp resonant peaks labeled in Fig. 3. In our calculation, 100 energy points were used for each sharp resonant peak (total 3000 energy points used) to converge the integration over $e$, i.e., $\int d\varepsilon \text{Tr}[\hat{J}_0(\varepsilon)]$ in Eq. (1). Since these sharp resonant peaks correspond to resonant states with large lifetimes, the incoming electron can dwell for a long time at these resonant states and hence the corresponding current decays much slower than the other states. If we focus on a particular resonant state with resonant energy $E_0$ (below Fermi level) and half-width $\Gamma_0$, then Eq. (3) gives $A_n^\alpha \sim \exp[i(\varepsilon-E_0+q_m)\Gamma_0 t-(\Gamma_0/2)t]$. Assuming that the sharp resonant state gives major contribution to the current (the wideband approximation), we have $A_n^\alpha \sim \exp[iq_n\Gamma_0 t-(\Gamma_0/2)t]$. Therefore the first term in Eq. (2) exhibits an oscillatory part $\exp[iq_n\Gamma_0 t-(\Gamma_0/2)t]$. Similar bias determined oscillation of transient current was also found in Ref. 20 where the oscillation frequency is determined by the bias voltage and the amplitude of oscillation is influenced by the number of resonance within the bias window.

Fig. 3. (Color online) The transmission coefficient for the CNT-DTB-CNT structure. The insets are $T(E)$ vs energy at (a) peak 11 and (b) peak 2 and (c) their corresponding current.
Indeed, our numerical result confirms this analysis. It shows that these resonant peaks give major contributions to the transient current for \( t > 50 \) fs. In addition, we find that there is an one to one correspondence between the resonant peak at \( \epsilon \) and the corresponding \( \text{Tr}[\mathcal{J}_a(\epsilon)] \). \( \text{Tr}[\mathcal{J}_a(\epsilon)] \) exhibits a huge peak whenever \( \epsilon \) is near the resonance. This correspondence is important because it indicates that our ansatz has kept essential physics arising from the above analysis.

Let’s examine the contribution of each resonant state to the oscillatory part of the transient current at \( v_L = 0.001 \) a.u. [Fig. 2(a)]. Among these resonant peaks in Fig. 3, the most contribution comes from the peak number 11 with half-width \( \Gamma_{11} = 3.0 \times 10^{-5} \) a.u. as shown in the inset (a) of Fig. 3 which corresponds to a decay time \( \tau_{11} = 1116 \) fs from the expression \( \exp(-\Gamma_{11} t) \). The second significant contribution is from the peak number 2 although the transmission coefficient of this sharp peak is very small as shown in inset (b) of Fig. 3. In inset (c) of Fig. 3, we plot the current obtained by integrating \( \text{Tr}[\mathcal{J}_a(\epsilon)] \) over the neighborhood of peak 2 and peak 11. It shows that the decay time is indeed characterized by \( \tau_2 \) and \( \tau_{11} \). Comparing Figs. 2 and 3, we see that the contribution from the peak 2 and peak 11 to the total current is about 25% for \( t < 50 \) fs while for \( t > 50 \) fs the contribution is more than 80%. It is the competition of these two oscillations that gives rise to the long time beat pattern of the transient current as shown in the inset of Fig. 2(a). The next dominant contribution is due to the peaks numbered 4, 6, and 9 whose contributions are one order of magnitude smaller. This indicates that one has to include all the resonant peaks for accurate results. Since different resonant peak corresponds to a different half-width \( \Gamma \), one cannot choose just one \( \Gamma \) to characterize the system.

In summary, we have carried out first-principles investigation of time response of molecular devices. We found that the resonant states below Fermi level are crucial for time-dependent quantitative analysis. Our results indicated that the time long behavior of transient current is dominated by resonant states and the individual resonant state gives the damped oscillation with frequency equal to half of the strength of pulse bias and decay rate equal to the life time of the corresponding resonant state. Our results indicated that one has to go beyond the wide-band limit for quantitative calculations of dynamic response of molecular devices.
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14. In ab initio calculation, the nonorthogonal atomic basis set can be used to calculate dc transport properties. For ac transport properties such as the transient current, however, the basis set must be orthogonalized.
15. In order to use this formalism [Eq. (10)] correctly, one must be careful in the self-energy calculation where one usually adds a small imaginary part to the real energy \( E \rightarrow E + i \eta \) in order to resolve the retarded or advanced self-energies. Unfortunately, this parameter \( \eta \) will introduce many spurious poles in the lower half plane with imaginary part of the poles less than \( \eta \). This has no effect on ac current if it is calculated directly. However, if the theorem of residue is used such as Eq. (10) the transient behavior will be dominated by spurious poles. To eliminate this effect, one has to calculate the self-energy by setting \( \eta = 0 \).
18. We have checked that the oscillation is not due to the bound states in the scattering region by increasing the size of simulation box (Ref. 20).